
224 

 
Stroke-Based Suibokuga-Like Rendering for Three-Dimensional Geometric Models 

- Ten and Shun Touches - 

 
Youetsu SATO†,    Tadahiro FUJIMOTO†,    Kazunobu MURAOKA‡  and  Norishige CHIBA† 

 
† Department of Computer and Information Science, Faculty of Engineering, Iwate University 

‡ Department of Communications Engineering, Tohoku Institute of Technology 
 
 

Abstract 
Non-photorealistic rendering has become an important research topics in computer graphics in recent years. 
We have previously proposed a non-photorealistic rendering method to generate Suibokuga-like images of 
trees. This method was suitable only for representing trees in Mokkotsuho paintings because the images were 
generated from three-dimensional skeleton data. In this paper, we propose a method to generate Suibokuga-
like images of arbitrary objects from three-dimensional geometric models, such as polygonal models. The 
proposed method realizes Kou, Ten, and Shun brush stroke techniques for creating Sensenbyoho paintings, 
which are a typical Suibokuga style for representing landscapes. Moreover, the images can be generated from 
arbitrary viewpoints and light source information. The ability of this method is demonstrated by showing 
various example. 
 
Keywords: non-photorealistic rendering (NPR); Suibokuga-like rendering; three-dimensional geometric 
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1. Introduction 
There has been a significant amount of research activ-
ity in recent years centered on the area of computer 
graphics dealing with non-photorealistic rendering 
[1,2]. In contrast with photorealistic rendering, the aim 
of non-photorealistic rendering is to create images 
identical to those drawn by humans such as paintings, 
cell animations, and technical illustrations. The fol-
lowing approaches have been reported. 
(1) Methods in which an input image such as a photo-

graph is used, and the output image is generated 
automatically [3,4,5] 

(2) Methods in which a mouse or drawing tablet is 
used to interactively create the image [6,7,8] 

(3) Methods in which the image is created automati-
cally from a three-dimensional geometric model 
[9,10,11,12,13] 

Suibokuga, or Sumi-e, is an attractive and tradi-
tional painting style in which strokes are drawn in 
Chinese black ink, called Sumi, by a brush on paper. 
We have previously proposed a method, which is 
categorized into type (3) above, for generating Suibo-
kuga-like images of trees from three-dimensional 
skeleton data [11]. In this method, brush stroke infor-
mation was obtained from the skeleton data, and cellu-
lar automata were used to simulate the transfer and 
diffusion of water and ink (Sumi) on paper and in a 
brush. 

In this paper, we propose a method that is extended 
from the previous one. The proposed method generates 
Suibokuga-like images of arbitrary objects other than 
trees, so long as the objects are defined as three-
dimensional geometric models, such as polygonal 

models, from which necessary data can be obtained. 
This method creates Sensenbyoho paintings, which are 
typically found in landscape paintings (Sansuiga), by 
Kou, Ten, and Shun brush stroke techniques. 

Some methods for generating Suibokuga-like im-
ages and other related methods have been reported. 
Strassmann proposed a technique for generating very 
impressive Suibokuga-like images by modeling brush 
strokes using cubic splines, which were computed 
from the position and pressure data which the user 
inputted by a keyboard [14]. Small’s technique real-
ized the effect of the diffusion of pigments inside pa-
per. In this technique, the interaction between the pa-
per fibers and the pigments is simulated on a cellular 
automaton using the parallel computer architecture 
[15]. Although his paper treated watercolors, not Sui-
bokuga paintings, the technique is considered to be 
greatly relevant to the ink blur effect, called Nijimi, on 
paper in Suibokuga paintings. Guo and Kunii proposed 
a technique that also achieved the Nijimi effect by tak-
ing into consideration the absorption of paper and the 
flow and density change of water and ink [16]. This 
technique has realized the Nijimi effect peculiar to 
Suibokuga paintings based on a different approach 
from Small’s technique. Curtis et al. proposed a tech-
nique for reproducing various phenomena by water-
colors and paper [6]. However, this technique is not 
suitable for realizing the effects peculiar to Suibokuga 
paintings by itself. As another theme using Sumi, tech-
niques for reproducing Chinese or Japanese calligra-
phy, called Shodo, in which characters are written us-
ing Sumi and a brush on paper, are also proposed. 
Moreover, research on brush models for interactively  
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(a) Vertical motion (Choku-Hitsu)   (b) Inclined motion (Soku-Hitsu) 
Fig .1 Basic brush motion techniques [25] 

(a)Kou            (b) Ten           (c) Shun 
Fig.2 Basic brush stroke techniques [27] 

(a) Hakubyoho     (b) Mokkotsuho  (c) Sensenbyoho 
Fig.3 Basic drawing techniques [26,28] 

Fig.4 Fundamental models of Suibokuga-like rendering 
method[11] 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

creating Suibokuga paintings and characters in callig-
raphy on a computer has been done[17,18,19,20]. 

Some methods have been proposed for creating 
Suibokuga-like images from three-dimensional geo-
metric models. They are categorized into the following 
two types: 
(i) Outlines are drawn with strokes and shaded areas 
are rendered using toon shading or texture mapping of 
stroke patterns [21,22,23]. 
(ii) Both of outlines and shaded areas are drawn with 
strokes [24]. 
The method proposed in this paper uses the approach 
(ii). This method is different from other methods in 
that it aims to realize Sensenbyoho technique, which is 
often used for landscape paintings, by appropriately 
drawing Kou, Ten, and Shun brush strokes and chang-
ing stroke thickness according to depth values ob-
tained from three-dimensional geometric models. 

In Section 2, the features of actual Suibokuga paint-
ings and basic representation techniques are described. 
In Section 3, the Suibokuga-like rendering method 
proposed in [11] is summarized. In Section 4, a Suibo-
kuga-like rendering method for three-dimensional 
geometric models is proposed. In Section 5, the effec-
tiveness of the proposed method is demonstrated by 
showing various examples. Finally, section 6 provides 
conclusions and themes for future research. 
 
2. Features of Suibokuga 
Suibokuga are paintings in which only light and dark 
shades of ink are used to represent all the colors and 
shapes of objects. In this section, basic brush and 
drawing techniques distinctive of actual Suibokuga are 
briefly summarized[25,26,27,28,29]. 
 
2.1 Basic Suibokuga brush techniques 
In Suibokuga, the following brush motion and stroke 
techniques, which mean how to move a brush and how 
to generate strokes, are used. 

There are two basic brush motion techniques: verti-
cal motion (Choku-hitsu) and inclined motion (Soku-
hitsu), as shown in Fig.1. When a brush is moved in a 
vertical direction, the axis of the brush is inclined in 
the same direction as the direction of motion, and the 
brush tip passes through the center of the drawn line,  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
as shown in Fig.1 (a). On the other hand, in an inclined 
motion, the brush axis is inclined and the body of the  
brush is used to draw a stroke, as shown in Fig.1 (b). 
In general, vertical brush motions are used to draw 
powerful stroke lines; the thickness of the strokes can 
be varied by adjusting the pressure applied to the brush 
and the manner in which the brush is lowered. In con-
trast, inclined brush motions are used to draw gentle 
stroke lines; the gradation of ink can be produced by 
varying the quantity of ink applied. In particular, in-
clined brush motions can be used to produce scratchi-
ness effects, which are called Kasure. In the proposed 
method, we treat only vertical brush motions. 

Basic brush stroke techniques include Kou, Ten, 
and Shun, as shown in Fig.2. 
Kou: The most basic line strokes in Suibokuga. This is 
used mainly when drawing outlines. 
Ten: Points or dots produced by dabbing the paper 
with the tip of a brush. This is used to draw shaded 
areas, such as backgrounds. 
Shun: Strokes used for representing the texture and 
roughness of the surface of an object. This is used to 
draw shaded areas enclosed with outlines drawn by 
using Kou.  
 
2.2 Basic Suibokuga drawing techniques 
Basic drawing techniques used in Suibokuga are 
mainly Mokkotsuho, Hakubyoho, and Sensenbyoho (cf. 
Fig.3).  
Hakubyoho: Only the outlines of an object are drawn 
by using Kou. 
Mokkotsuho: The whole shape of an object is drawn 
with a single brush stroke, without drawing the out-
lines of the object. 
Sensenbyoho: The outlines of an object are drawn by 
using Kou, and shaded areas are drawn by using Ten 
and Shun, etc. This drawing technique is typically 
found in landscape paintings. 
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Fig.7 Geometric representation of an ink stroke shape 

Fig.6 An example of generated ink stroke representing the 
effect of Kasure 

(a) Vertical motion (Choku-hitsu)    (b) Inclined motion (Soku-hitsu)
Fig.5 Examples of generated ink strokes representing basic 

brush motion techniques 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The previously proposed method [11] could repre-

sent a certain kind of objects, such as trees and grass, 
and generate Mokkotsuho-like images. On the other 
hand, the method proposed in this paper is extended to 
enhance the ability to represent various kinds of ob-
jects and realize Sensenbyoho-like images. 
 
3. Fundamental Models of Suibokuga-like Render-
ing Method 
In the proposed method, in order to generate ink 
strokes on paper, the models from the previous work 
[11] are utilized. The method composed of a “trans-
fer/diffusion model of water and ink particles”, “paper 
model”, and “brush model”, which are shown in Fig.4. 
In this section, we explain these models briefly; the 
details are described in [11]. 

The transfer/diffusion model of water and ink parti-
cles is used for simulating the transfer and diffusion of 
water and ink on paper or in a brush. This model is 
realized using a two-dimensional cellular automaton. 
First, paper or a brush is modeled as a two-
dimensional grid array. Then, water and ink particles 
move on the array according to a certain cellular 
automaton rule. Each cell on the array has a ‘tank’, 
which is connected to the tanks of the four nearest-
neighbor cells by ‘pipes’. The tank is given a water 
capacity, a bottom height, and a pipe height, which 
characterize the paper or brush model. These values 
control the quantity and directionality of the transfer 
and diffusion of water and ink, and this results in cre-
ating various characteristic impressions of ink blurring 
and scratching. 

The paper model is defined as a two-dimensional 
grid array, as described above. Paper texture formed 
by fibers is realized by putting line segments on the 
array at random position and direction. These line 
segments determine the water capacity and the bottom 
height of the tanks on the array.  

The brush model is also defined as a two-
dimensional grid array. As shown in Fig.4, water and 
ink particles are transferred and diffused in the brush 
model and move onto the paper model. Then, these 
particles are transferred and diffused on the paper 

model. The width of an ink stroke drawn on the paper 
is changed according to the pressure applied to the 
brush. This is achieved by controlling the number of 
brush cells in contact with the paper according to the 
brush pressure. The stroke width Bw is obtained from 
the brush pressure P as follows. 

 
Bw ＝ γ (1 – exp(–P) )    (1) 
 
Here, γ is a predefined constant.  

Figures 5 and 6 show examples of ink strokes gen-
erated using the above models. Figure 5 shows exam-
ples that realize two basic brush motion techniques 
described in Section 2.1 (cf. Fig.1). (a) shows strokes 
by vertical motion (Choku-hitsu), and (b) shows 
strokes by inclined motion (Soku-hitsu). Figure 6 
shows the effect of Kasure, which is generated when 
the brush velocity is high and the supply of ink to the 
paper is insufficient. 
 
4. Suibokuga-like Rendering Method for Three-
Dimensional Geometric Models 
The ability of the previously proposed method [11] 
was limited to generating only Mokkotsuho-like im-
ages of trees by giving brush strokes obtained from 
three-dimensional skeleton data. We extend this 
method to generate Sensenbyoho-like images of arbi-
trary objects using three-dimensional geometric mod-
els such as polygonal models. In the proposed method, 
any geometric model is available as long as necessary 
data can be obtained from the model (cf. Section 4.1). 
As described in Section 2.2 and shown in Fig.3, Sen-
senbyoho paintings are drawn with Kou, Ten, and Shun 
strokes; Kou strokes are used to draw the outlines of 
an object, while Ten and Shun strokes are used to draw 
shaded areas. The proposed method creates these 
strokes properly from given geometric models.  
 
4.1 Pixel data 
First, three-dimensional geometric models are proc-
essed to obtain three kinds of ‘pixel data’: depth values, 
intensity values, and normal vectors on all the pixels 
of the screen on which a Sensenbyoho-like image of 
the models is generated. On each pixel Pi,j, the depth 
value Zi,j is the distance from the viewpoint to the in-
tersection point on the surface of the model that is first 
hit by the ray from the viewpoint through the pixel. 
The intensity value Ii,j of the intersection point is ob-
tained by shading using light source information as 
brightness in monochrome. The normal vector Ni,j of 
the intersection point is calculated from the geometric 
data of the model and normalized to make its length 1. 
When the ray does not hit any surfaces, the pixel is 
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Fig.8 Examples of outline extraction 

(a) Object (b) Outlines extracted 
according to depth val-
ues 

(c) Outlines extracted 
according to nor-
mal vectors 

Fig.9 Relationship between depth value and scaling factor given infinity as its depth value, a background color 
value as its intensity value, and nothing as its normal 
vector. These three kinds of pixel data are registered 
with the pixels and used for generating Kou, Ten, and 
Shun strokes, as described in the following sections. 
Any kind of geometric model is available as long as 
the above pixel data can be obtained. In this paper, we 
mainly use polygonal models as examples because of 
simplicity.  
 
4.2 Stroke data 
In order to represent the shape of an ink stroke on pa-
per, we adopt the representation form shown in Fig.7. 
In this representation, some nodes are linked in a line 
to represent a stroke. A series of the branches linking 
the nodes is called ‘stroke axis’. Each node is given a 
position and a thickness. A trapezoid is determined on 
each branch between two nodes, and all the trapezoids 
constitute a stroke shape, as shown in Fig.7. Each node 
is put exactly on the position of a pixel on the screen 
to use the correspondent pixel data registered with the 
pixel (cf. Section 4.1).  

This geometric representation is transformed to a 
natural-looking ink stroke by the rendering method 
described in Section 3. In a stroke, the brush model 
moves along its stroke axis and traces its nodes and 
branches. In this tracing, the brush pressure P in Eq.(1) 
at each position is determined as the thickness value 
obtained by linear interpolation of the thicknesses of 
the nodes. Water and ink particles are put along the 
stroke axis, and are transferred and diffused on the 
paper using a cellular automaton model, as shown in 
Fig.4. This process generates a smooth and natural-
looking ink stroke on the paper, although the original 
geometric representation of Fig.7 has a simple polygo-
nal shape.  

 
4.3 Generation of outline strokes 
To generate strokes for outlines (Kou strokes), first, 
the screen is scanned to extract all the pixels constitut-
ing outlines by using the pixel data (cf. Section 4.1). 
The extracted pixels are called ‘outline pixels’. Next, 
the method of thinning is applied to the outline pixels. 
Then, the screen is scanned again to find outline pixels 
to be starting pixels. When a starting pixel is found, a 
series of adjacent outline pixels are traced from the 
starting pixel until a terminal condition is satisfied; 
these outline pixels are registered as an ‘outline stroke’. 
This process is repeated until all the outline pixels are  

 
 
 
 
 
 
 
 
 
 
 
 
 
registered as outline strokes. The details of this algo-
rithm are described below. This helps readers to easily 
implement it. Besides, for the outline stroke detection 
algorithm of Step 3, other methods, such as those pro-
posed in [12,13], are also available. 
 

Step 1. To extract outline pixels, all the pixels Pi,j 
on the screen are tested whether the condition of Step 
1-1 or 1-2 is satisfied. Every outline pixel is extracted 
by either Step 1-1 or 1-2, as shown in Fig.8.  

Step 1-1. For the depth value Zi,j of pixel Pi,j, if Zi,j-
Zi-1,j > Dz or Zi,j-Zi,j-1 > Dz, then Pi,j is registered as an 
outline pixel. Here, Dz is a threshold value. This step 
detects an outline pixel in the case that the difference 
in depth values between adjacent pixels is large. This 
case is caused by the boundaries of objects, as shown 
in Fig.8 (b).  

Step 1-2. If pixel Pi,j is given normal vector Ni,j, 
then the inner product IPi,j = Ni,j・L is calculated, 
where L is the light source vector. If IPi,j-IPi-1,j > DN or 
IPi,j-IPi,j-1 > DN, then Pi,j is registered as an outline 
pixel. Here, DN is a threshold value. This step detects 
an outline pixel in the case that the directions of the 
normal vectors in adjacent pixels are significantly dif-
ferent. This case is related to the curvature of the sur-
face, as shown in Fig.8 (c). 

Step 2. The method of thinning is applied to the 
outline pixels extracted in Step 1 to thin and clear out-
line strokes obtained as follows. 

Step 3. Steps 3-1 to 3-3 detect a series of outline 
pixels to be registered as an outline stroke. These three 
steps are repeated until all the outline pixels are added 
to outline strokes. 

Step 3-1. Among the outline pixels that have not 
been added to any outline strokes yet, if there are out-
line pixels that are endpoints of outlines, then the most 
upper-left outline pixel is selected as a starting pixel of 
an outline stroke. If there are not such outline pixels, 
then an arbitrary outline pixel is selected as a starting 
pixel. 

Step 3-2. A series of adjacent outline pixels are 
traced from the starting pixel. If the trace reaches a 
branch point that has more than two adjacent outline 
pixels to trace next, then one adjacent outline pixel 
with a depth value closer to that of the current outline 
pixel is chosen. If there are more than two adjacent 
outline pixels that have the same depth value, then one  
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Fig.12 Relationship between intensity value and disk radius 
in Poisson disk sampling 

(a) Basic Ten stroke    (b) Basic Shun stroke 

Fig.11 Basic forms of Ten and Shun strokes 

(a) Ten strokes       (b) Shun strokes 

Fig.10 Examples of strokes in shaded areas in actual Suibo-
kuga paintings[28,29] 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
adjacent outline pixel is chosen so that the trace can 
proceed in the direction closest to the current tracing 
direction.  

Step 3-3. If one of the following conditions is satis-
fied, the trace is finished. Then, all the outline pixels 
from the starting pixel to the current outline pixel are 
registered as a single outline stroke. 

 
Condition 1: The difference between the depth 

values of the current outline pixel and 
the next outline pixel is greater than a 
predefined value. 

Condition 2: The tracing direction changes signifi-
cantly. 

Condition 3: The trace reaches an endpoint. 
Condition 4: The trace forms a loop. 
 

Each outline stroke obtained above is transformed to 
the representation form described in Section 4.2 (cf. 
Fig.7). Some outline pixels are thinned out, and the 
remaining outline pixels become nodes. Specifically, 
outline pixels lining in the same direction are consid-
ered to constitute one branch; only the outline pixels 
positioned on the endpoints of such branches are se-
lected as nodes (node pixels), and other outline pixels 
are removed. Then, each node pixel Pi,j is given a 
thickness determined by using the depth value Zi,j reg-
istered with the pixel. First, a ‘basic thickness’ for all 
the node pixels is predetermined. Then, the scaling 
factor M for the node pixel Pi,j is calculated by the fol-
lowing equation (cf. Fig.9). 
 

101tan21 ,1 ≤≤
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As shown in Fig.9, the range of M is from 1- Mw to 1+ 
Mw for a given constant Mw. The constant Ztg is a pre-
defined depth value; if Zi,j is equal to Ztg, then M is 
equal to 1. The constant AZ is used for controlling the 
gradient around (Ztg, 1). By positioning a target point 
in the three-dimensional space, the value of  Ztg  is de- 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
termined as the distance from the viewpoint to the tar-
get point. When Zi,j becomes small (that is, the inter-
section point on the object surface is near the view-
point), M becomes large and approaches 1+ Mw. When 
Zi,j becomes large (that is, the intersection point is far 
from the viewpoint), M becomes small and approaches 
1 - Mw. Using Eq.(2), the thickness of the node pixel 
Pi,j is determined by multiplying the basic thickness by 
the scaling factor M. If Zi,j is equal to Ztg, the thickness 
is the same as the basic thickness. If Zi,j is smaller, the 
thickness becomes larger, and vice versa. Equation (2) 
gives the effect that the thicknesses of node pixels hav-
ing depth values near Ztg are given greater difference. 
 
4.4 Generation of strokes in shaded areas 
After drawing outlines, the texture and roughness of 
the surface of an object are represented by drawing 
Ten and Shun strokes. Ten strokes are represented by 
drawing dots, as shown in Fig.10 (a). Shun strokes are 
represented by guiding the brush in directions so as to 
trace the slope of the surface, as shown in Fig.10 (b). 
These strokes are generated by the methods explained 
below. 
 
4.4.1 Method for generating Ten strokes 
Actual Suibokuga paintings have various types of Ten 
strokes [27,28,29]. Among these types, the proposed 
method realizes the most basic type; a Ten stroke has 
the shape like a grain of rice. In the proposed method, 
all Ten strokes are produced based on a ‘basic Ten 
stroke’, as shown in Fig.11 (a). The basic Ten stroke is 
defined using the representation form described in 
Section 4.2; all the nodes are arranged on adjacent 
pixels straight in horizontal direction and given proper 
thicknesses so as to form the shape of a typical Ten 
stroke. Here, the node centered in a Ten stroke is 
called ‘center node’. A Ten stroke actually used in a 
generated image is produced by determining the posi-
tion of its center node on the screen and the thickness 
of each node properly. A proper number of Ten strokes 
are generated on the screen by the following procedure. 
  

Step 1. First of all, the positions of the center nodes 
of all Ten strokes are determined using the Poisson 
disc sampling method with variable disc radii. Gener-
ally, the Poisson disc sampling method is a technique  
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(b) Disc radii of sampling 
points  

(a) A rendered image hav-
ing intensity values 

Fig.13 An example of the relationship between intensity 
values and disc radii 

(b) Scaling factors 

Fig.14 An example of the relationship between depth val-
ues and scaling factors 

(a) An image based on 
depth values 

 
 
 
 
 
 
 
 
 
 
 
 
 
that distributes sampling points on the plane as uni-
formly as possible. Giving variable disc radii to sam-
pling points results in changing the density of sam-
pling points on the place; the position of a sampling 
point given a disc radius is determined such that other 
sampling points do not fall within the disc that centers 
the sampling point and has the given disc radius. Us-
ing this method, each sampling point is put on a proper 
pixel position on the screen as the center node of a Ten 
stroke, which results in producing the proper density 
and distribution of Ten strokes for an objective image. 
Technically, sampling points are put on the screen se-
quentially one by one. After a new sampling point is 
put on a random pixel position Pi,j that is not inside the 
discs of the sampling points that have already been put, 
the disc radius R of the new sampling point is deter-
mined using the intensity value Ii,j registered with the 
pixel as follows (cf. Fig.12).  
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Equation (3) is similar to Eq.(2). This results in em-
phasizing the change of intensity values around the 
average intensity value, and is different from a halfton-
ing method that exactly reproduces the intensity values. 
As shown in Fig.12, the range of R is from Rdf - Rw to 
Rdf + Rw for the constant Rw. The constant Iav is the 
average intensity value; if Ii,j is equal to Iav, then R is 
equal to Rdf. The constant AI is used for controlling the 
gradient around  (Iav, Rdf). When Ii,j decreases (that is, 
the intensity is dark), R decreases and approaches Rdf - 
Rw. When Ii,j increases (that is, the intensity is bright), 
R increases and approaches Rdf + Rw. Equation (3) con-
trols the density of Ten strokes properly according to 
the intensity values on the screen. Figure 13 is an ex-
ample showing the relationship between intensity val-
ues and disc radii. Ten strokes are generated densely in 
dark areas having smaller intensity values and sparsely 
in bright areas having greater intensity values. The 
parameters above are determined by a user by trial and 
error. 
 Step 2. The Ten strokes above are placed on the 
screen without rotation. This means that the stroke 
axes of the Ten strokes are directed horizontally. Thus, 
not only the center nodes but also all the other nodes 

are put exactly on pixel positions on the screen. Then, 
the thickness of each node is determined. This is 
achieved in the same way as described in Section 4.3. 
That is, first, the scaling factor M of the node pixel Pi,j 
is calculated using the depth value Zi,j by Eq.(2). In 
this case, the constants Mw and AZ are properly con-
trolled, and given different values from those in the 
case of outline strokes (Kou strokes). Then, the thick-
ness of the node pixel is determined by multiplying the 
thickness of the correspondent node of the basic Ten 
stroke by the scaling factor M. Figure 14 is an example 
showing the relationship between depth values and 
scaling factors. (a) is an image based on depth values; 
a pixel having greater depth value is given brighter 
intensity. (b) is obtained from (a); the radius of each 
circle indicates the scaling factor calculated at the cen-
ter of the circle. In this example, the background pixels 
are given a certain depth value instead of infinity for 
convenience, thus the background in (b) is given cir-
cles having a radius given by the depth value.  
 
4.4.2 Method for generating Shun strokes 
There are also various types of Shun strokes in actual 
Suibokuga paintings[27,28,29]. The proposed method 
realizes Shun strokes that are drawn by moving the 
brush so as to trace the slope of the surface of an ob-
ject. Similarly to Ten strokes, all Shun strokes are pro-
duced based on a ‘basic Shun stroke’ that has a typical 
shape of a Shun stroke, as shown in Fig.11 (b). Actu-
ally, the number of the nodes of a Shun stroke used in 
a generated image is not fixed, because the length of a 
Shun stroke is variable. Thus the basic Shun stroke is 
given a predefined number of nodes, and each node is 
given a proper thickness. The number of the nodes of a 
Shun stroke drawn on an image and their positions are 
determined according to the slope of the surface of an 
object in the way described in the procedure below. 
Here, one end node at which a stroke flow starts is 
called ‘starting node’. A Shun stroke actually used in a 
generated image is produced by determining the posi-
tions of its starting node and following other nodes on 
the screen and giving proper thicknesses to these 
nodes. The procedure is as follows.  
 

 

芸術科学会論文誌 Vol.3 No.4 pp.224―234 



230 

Fig.15 An example of vector field showing slope directions 

 
 
 
 
 
 
 
 
 
 
 
Step 1. For each pixel Pi,j with which a normal vec-

tor Ni,j of the surface of an object is registered, the 
slope direction of the surface at the pixel is determined. 
This slope direction is the tangential direction of the 
intersection line of the surface with the plane contain-
ing the upward vector U and the normal vector Ni,j. 
Here, the upward vector U is the unit vector directed 
upward in the world coordinate system. The vector of 
the slope direction is obtained by U×Ni,j×Ni,j, where × 
denotes the vector product. This vector is projected 
onto the screen, normalized, and registered with the 
pixel as ‘slope direction vector’. All the slope direction 
vectors on the screen constitute a vector field, as 
shown in Fig.15. This field is named ‘slope direction 
field’. 

Step 2. In a similar way to Step 1 of Section 4.4.1, 
the positions of the starting nodes, which are called 
‘starting position’, of all Shun strokes on the screen are 
determined using the Poisson disc sampling method 
based on the intensity values. In this case, the con-
stants Rdf, Rw, and AI in Eq.(3) are given proper values 
that are different from those in the case of Ten strokes.  

Step 3. In order to generate Shun strokes, Steps 3-1 
to 3-3 are repeated until all the starting positions de-
termined above are processed.  

Step 3-1. A starting position that has not been proc-
essed is chosen to generate a Shun stroke. From the 
starting position, a series of nodes are positioned se-
quentially on the screen along the flow of the slope 
direction field at intervals of a predefined distance. In 
this case, each node is actually placed on the pixel 
nearest the above position on the screen. The place-
ment of nodes is finished when one of the following 
conditions is satisfied. 
 

Condition 1: The path linking the nodes forms a 
loop. 

Condition 2: The difference between the depth 
values registered with the current 
pixel and the next pixel is greater 
than a predefined value. 

Condition 3: The path crosses over an outline 
stroke.  

Condition 4: The length of the path exceeds a pre-
defined value. 

 
Step 3-2. In a similar way to Step 2 of Section 4.4.1, 

the scaling factor of each node obtained above is cal-
culated. The constants Mw and AZ in Eq.(2) are given 

proper values for Shun strokes. Then, the thickness of 
the node is determined by multiplying the thickness of 
the correspondent node of the basic Shun stroke by the 
scaling factor. In this case, if the number of the nodes 
in the generated Shun stroke is greater than that in the 
basic Shun stroke, the thickness of the node centered 
in the basic Shun stroke is used for the extra nodes in 
the middle part of the generated Shun stroke. If the 
number of the nodes in the generated Shun stroke is 
smaller, the nodes in the middle part of the basic Shun 
stroke are disregarded such that the numbers of the 
nodes in both the strokes are the same. 

In Step 1, when a polygonal model is given, by us-
ing interpolated normal vectors obtained by the Phong 
smooth shading technique and so forth instead of nor-
mal vectors directly obtained from the polygonal 
model, smoother slope direction vectors are generated 
on the slope direction field. This results in generating 
natural smooth Shun strokes. 

 
4.5 Generation of Suibokuga-like image  
In order to create Sensenbyoho-like images, the three 
kinds of strokes proposed above are appropriately used. 
These strokes are rendered using the transfer/diffusion 
model of water and ink particles, the paper model, and 
the brush model, as described in Section 4.2. In actual 
Suibokuga paintings, near objects are drawn using 
thicker ink and far objects are drawn using thinner ink 
to give perspective effect. In order to realize this effect, 
in the proposed method, the quantity of water and ink 
contained in the brush are adjusted; near objects are 
drawn by reducing the number of water particles and 
increasing that of ink particles, and far objects are 
drawn by increasing the number of water particles and 
reducing that of ink particles. 
 
5. Examples  
Several example images generated by the proposed 
method are shown in this section.  

Figures 16, 17, and 18 show examples of rendered 
outline strokes and strokes in shaded areas. In these 
figures, the left images were generated by usual ren-
dering method; the right images were generated using 
the method for outline strokes described in Section 4.3, 
that for Ten strokes in Section 4.4.1, and that for Shun 
strokes in Section 4.4.2, respectively.    

Figures 19 and 20 show examples generated by 
merging outline strokes and shaded area strokes. In 
each of Figures 19 and 20, (a) shows an image includ-
ing Ten strokes and (b) shows an image including 
Shun strokes. In Fig.20, the left images are generated 
by usual rendering method, whereas the right images 
are Suibokuga-like images generated by the proposed 
method. Comparing these images shows us that the 
light-source information of the scene affects the gener-
ated Suibokuga-like images. 

Figure 21 shows images generated from a polygo-
nal model of tree. The left image was generated by 
usual rendering method, and the right image was given 
outline strokes and Shun strokes by the proposed 
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Fig.16 Examples of rendered outline strokes 

(a) Cube 

(b) Garden lantern 

(a) Sphere 

(b) Garden lantern 
Fig.18 Examples of rendered Shun strokes in shaded areas

(a) Sphere 

(b) Garden lantern 
Fig.17 Examples of rendered Ten strokes in shaded areas

method. Unfortunately, this right image looks like a 
Hakubyoho-like image with clear outlines, and the 
Shun strokes drawn on the tree surface give almost no 
effect. This is caused by the reason that the areas sur-
rounded with the outline strokes are too small to shade 
with Shun strokes. 

Figure 22 shows images generated from a polygo-
nal model of mountain in the same way as Fig.21. (a) 
and (b) show images of the same model rendered from 
different viewpoints. In each case, the Shun strokes 
flowing appropriately along the slope of each moun-
tain side result in creating a Suibokuga-like impression. 
This means that the proposed method can create an 
appropriate Suibokuga-like image of a given geometric 
model from an arbitrary viewpoint by generating ap-
propriate strokes from the model. Besides, comparing 
the left and right images shows us that the light-source 
information is effective.  

Figure 23 shows images of a scene containing two 
objects: a mountain and a tree. An actual Suibokuga 
painting drawn by Sensenbyoho is sometimes drawn 
by the way that the overall image is first drawn in 
thinner ink and then thicker ink is overlaid to empha-
size objects and perspective effect. The image (c) in 
Fig. 23 is generated in such a way. First, an initial im-
age was generated by the usual way. Then, the initial 
image was processed again by reducing water particles,  

increasing ink particles, and adjusting parameters 
Mw and AZ in Eq.(2) for Shun strokes so that scaling 
factors M did not differ so much according to depth 
values Zi,j. This process added denser and finer Shun 
strokes on dark areas of the mountain surfaces and 
resulted in increasing light and dark contrasts. Here, 
we find that the image (c) is not given the same 
brightness distribution as (a). For example, the moun-
tain surface part on the right of the tree is not so dark 
in (a), but is dark in (c). This was caused by the reason 
that surface parts near the viewpoint were given 
thicker and denser strokes (cf. Section 4.5). In this 
example, the effect of these strokes was so dominant 

that the original brightness distribution in (a) was not 
reflected on (c) so well. On the other hand, the top part 
of the mountain drawn in the middle of the image is so 
thin in (c), while the left side of this top part has dark 
intensity in (a). This was caused by Condition 2 of 
Step 3-1 described in Section 4.4.2. When positioning 
the next node following the current node on the screen 
in Step 3-1, the depth values registered with the pixels 
on which these nodes are placed tend to have a great 
difference if the object part is far from the viewpoint. 
In this case, Condition 2 is easily satisfied, and the 
growth of the stroke is finished. In Fig.23, the top part 
above is so far from the viewpoint. Therefore, for most 
starting nodes in this part, even the second nodes fol-
lowing them satisfied Condition 2, which resulted in 
generating no strokes.   

All the images presented in this paper were gener-
ated using an SGI Origin2000 (R10000, 250 MHz, 4  
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(a) A mountain scene 

(b) Another mountain scene rendered from a different view-
point from that of (a) 

Fig.22 Images generated from a polygonal model of mountain

(a) Outline strokes and Ten strokes (b) Outline strokes and Shun strokes
Fig.19 Examples of rendered images by merging outline strokes 

and shaded area strokes (sphere) 

(b) Outline strokes and Shun strokes 

(a) Outline strokes and Ten strokes 

Fig.20 Examples of rendered images by merging outline strokes 
and shaded area strokes (garden lantern) 

Fig.21 Images generated from a polygonal model of tree 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
CPUs) system. Table 1 shows the number of strokes 
and calculation time required for generating the im-
ages of Fig.19 (a) and (b). This result of these simple 
example cases helps readers easily understand the per-
formance of the proposed method. 

 
6. Conclusions 
In this paper, we have proposed a method for generat-
ing Suibokuga-like images from three-dimensional 
geometric models such as polygonal models. This 
method can generate a Suibokuga-like image of arbi-
trary objects automatically as long as pixel data (depth 
values, intensity values, and normal vectors) can be 
obtained. The image can be generated from arbitrary 
viewpoints and affected by the light-source informa-
tion properly. The proposed methods for generating 
outline strokes (Kou strokes) and shaded area strokes 
(Ten and Shun strokes) make it possible to create Sen-
senbyoho-like images, which are often used in land-
scape paintings. The effectiveness of the proposed 
method has been demonstrated through several exam-
ples of generated images. 

Future areas for study include the following.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

• We should improve the stroke generation methods. 
For example, Ten and Shun strokes should be given 
appropriate length according to depth values.  

• A method capable of selecting appropriate stroke 
techniques according to the features of different 
objects and realizing various drawing techniques is 
desired. For example, this method can generate an 
image in which trees are drawn in Mokkotsuho 
style and mountains are drawn in Sensenbyoho 
style.  

• A method that creates deformed stroke shapes rep-
resenting the feature of an object appropriately is 
useful.  

• A method to generate strokes for more sophisti-
cated representation with characteristic structural 
distribution patterns of strokes and usage of 
brushes according to artists should be realized. 

In addition, we are planning to develop a technique for 
reducing calculation time and a system with user inter-
face. 
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(c) Outline strokes and Shun strokes 
(d)

(a) An image generated by usual rendering method 

(b) Outline strokes and Ten strokes 
(b)

Fig.23 Images of a scene consisting of two objects, tree 
and mountain 

Table 1 Number of strokes and calculation time of Fig.19 

Number of strokes Calculation time (sec)
Fig.19 (a) 387 7300.5
Fig.19 (b) 306 2688.9
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