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Abstract 

“Spatial augmented reality (SAR)” or “projection mapping” projects an image of a virtual object on the surface of 

a real object. A “view-dependent” display shows the virtual object with its correct appearance for an arbitrary 

viewer’s position. If the virtual object and the real object have different shapes, the virtual object’s image to 

project needs to be correctly distorted according to the viewer’s position. Besides, the difference causes the real 

object’s surface to have some empty areas onto which the virtual object is not projected. Such empty areas seri-

ously degrade the viewer’s feeling that the virtual object merges into the real world. We propose a method to 

eliminate undesired empty areas by projecting the real background behind the real object in a view-dependent way. 

Our method converts a real background’s image captured by a fixed camera to an appropriate image for a viewer’s 

position based on homography. This image conversion approximates the background’s shape by a plane adjusted 

for an arbitrary viewer’s position. The plane is determined by practical parameters interpolated on a 3D grid space. 

Consequently, the viewer does not feel the presence of the real object and feels the virtual object merging into the 

real world.  
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1. Introduction 

1.1 Background 

Augmented reality (AR) [1][2] is a computer-based technology to gen-

erate a virtual world by adding a variety of virtual things, such as virtual 

objects, to the real world in order to augment the real environment. The 

virtual world is usually displayed on various kinds of devices, such as a 

monitor, a tablet, a smart phone, a head-mounted display, and special 

glasses. A viewer usually has his/her own display device to see an image 

of the virtual world generated for only him/her according to his/her view-

ing position. This means that multiple viewers see different images re-

spectively. The viewer feels as if a virtual object actually existed in the 

real world if the appearance of the object is observed correctly from an 

arbitrary position around it. The display to show a virtual object’s correct 

appearance according to a viewer’s position is usually called view-de-

pendent display, which is so important in AR. One typical way for view-

dependent display is to use a marker to indicate the exact 3D position of 

a virtual object to obtain a correct image of the object seen from a 

viewer’s position. Some systems use a screen made from special material 

to reflect a different correct image according to a viewer’s position. “Par-

allax” is a visual effect caused by the difference of the positions of left 

and right eyes. In a typical stereoscope system, a viewer wears special 

glasses that give the respective eyes different images generated by the 

parallax effect. In AR, usually, a displayed image depends on a viewer’s 

position.  

Spatial augmented reality (SAR) [1][2][3][4] augments the real world 

without display devices described above. SAR usually uses a projector to 

display an image by projecting it onto the surface of a real object, such as 

a screen, a wall, a building, a house, a car, and even a human in the real 

world. Projection mapping is a well-known technology to achieve SAR. 

In this paper, we use “SAR” and “projection mapping” as the same 

meaning if the usage causes no problem. In SAR, a viewer sees an image 

projected on a real object’s surface by the naked eyes; that is, multiple 

viewers see the same image simultaneously. In this sense, the displayed 

image does not depend on the viewer’s position [2]. Actually, an SAR 

system sometimes, or often, does not need the view-dependent display 

of a virtual object. If it is needed, one easy way is to project an image of 

a virtual object onto the surface of a real object whose shape is the same 

as the virtual object’s shape. In this case, the virtual object’s appearance 

projected on the real object’s surface is observed correctly from an arbi-

trary viewer’s position. However, it is practically difficult to prepare 

such a real object for an arbitrary virtual object. Then, the difference be-

tween their shapes causes a problem of “incorrect appearance” of the 

virtual object. The difference between the shapes causes another prob-

lem. The real object’s surface has “empty areas” on which the virtual 

object is not projected. Such empty areas seriously degrade a viewer’s 

feeling that the virtual object merges into the real world. 

 

1.2 Objective 

The above “incorrect appearance” problem has been one of main 

problems in SAR. Many view-dependent methods to solve this problem 

have been proposed. On the other hand, as far as we know, there is no 

existing method to treat the “empty area” problem. In this paper, we pro-

pose a method to eliminate undesired empty areas by projecting the real 

background behind the real object in a view-dependent way. In order to 

treat a far background in a large space, even outdoors, the real back-

ground is not measured by an RGB-D camera with a depth range limit 

but captured by a usual RGB camera and approximated by a plane ac-

cording to a viewer’s position. Then, the captured image is converted to 

an appropriate image for the viewer’s position based on homography. 

Although the plane is determined manually, a practical way is proposed 

to adjust it easily, intuitively, and efficiently by devising effective back-

ground parameters. A simple grid-based interpolation mechanism for 

the parameters provides an appropriate plane to an arbitrary viewer’s 

position. Consequently, the projected real background shows its appear-

ance as correctly as possible so as to match the real background directly 

seen by the viewer seamlessly along the real object’s contour. Our 

method makes the viewer not feel the presence of the real object but feel 

the virtual object merging into the real world.  

Many view-dependent SAR methods have been developed to allow 

multiple viewers to see a virtual object’s correct appearance simultane-

ously by relying on a specialized device with multiple projectors and a 

real object with specialized material. On the other hand, an existing 

method using a non-specialized configuration with an off-the-shelf pro-

jector and an ordinary real object sacrifices the important merit of SAR; 

only a single viewer is allowed to see the correct appearance. Our 

method has the same situation. However, the simplicity of our method 

enables the integration with an existing method developed for multiple 

viewers.  

In Section 2, we describe related works and arguments for our method. 

In Section 3, we explain our method. In Section 4, we show experi-

mental results. Finally, in Section 5, we conclude this paper.  

 

2. Related Work and Argument 

2.1 Related Work 

One of pioneering technologies with respect to SAR is “the office of 

the future” [5] proposed in 1998. The representative works proposed in 

recent 20 years are surveyed intelligibly in [6][7]. The view-dependent 

projection needs an appropriate projection image to project on a real ob-

ject surface by a projector. Such a projection image depends on a pro-

jector’s position, pose, and optical properties as well as a real object sur-

face’s geometry and material properties such as texture and reflectance. 

The projector and the real object surface need to be calibrated in advance. 

A calibration in SAR consists of geometric calibration and photometric 

calibration [6][7]. A geometric calibration makes a projected image on 

a real object surface geometrically correct without distortion. When 

multiple projectors are used, projected images by the respective projec-

tors are partially overlapped so as to reconstruct a virtual object by their 

correct arrangement. A photometric calibration makes a projected image 
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photometrically correct such that the projected image’s colors become 

as similar as possible to its original image’s colors according to a real 

object surface’s material properties. When multiple projectors are used, 

the color intensities of the respective projected images are adjusted on 

the overlap areas. A typical calibration uses a camera to capture a pro-

jected image for automatic geometric and photometric calibration. Such 

a calibration is usually called projector-camera calibration [6][7].  

Our method involves geometric calibration. Therefore, we mention it 

below. A geometric calibration estimates the geometry of a real object 

surface and the intrinsic and extrinsic parameters of a projector. A pro-

jector-camera calibration also estimates the intrinsic and extrinsic pa-

rameters of a camera. Some methods estimate unknown projector pa-

rameters by using known camera parameters while others estimate all 

unknown projector and camera parameters. Besides, some methods es-

timate an unknown real object surface’s geometry while others estimate 

unknown projector and camera parameters by using a known surface’s 

geometry. “Shader Lamps” [8] is an early well-known SAR work. First, 

the 3D shape of a real object is measured by a 3D touch probe scanner 

to obtain its 3D model as a virtual object. Then, multiple projectors are 

calibrated by projecting markers from each projector onto the real ob-

ject’s surface and matching the projector’s marker pixels with 3D points 

on the surface. Geometric projector-camera calibrations are categorized 

into semi-automatic calibration and self-calibration [7]. A semi-auto-

matic calibration uses a specialized apparatus [9][10][11][12] [13]. Typ-

ically, a projector-camera pixel correspondence is estimated by project-

ing structured light patterns, such as a chessboard pattern, onto a planar 

surface, such as a screen, by a projector and capturing it by a camera. A 

homography matrix is often used to relate the planar surface with the 

image planes of the projector and the camera. A self-calibration does not 

use a specialized apparatus [14][15][16][17][18]. Typically, structured 

light patterns are projected onto a non-planar surface whose geometry is 

unknown. Recently, various dynamic projection mapping methods have 

been proposed to calibrate a moving real object, such as a human face 

and clothes, and give an appropriate projection in real time. For example, 

an object silhouette [19], a rigid surface [20], and a non-rigid surface 

[21][22][23] have been treated.  

An existing SAR method using a non-specialized configuration basi-

cally enables view-dependent projection for only a single viewer. For 

example, “HeatSpace” [24] and “OptiSpace” [25] systems use projec-

tors and Kinect sensors. Each system measures and analyzes the envi-

ronment in a room and the movement of a single viewer during a certain 

time, and determines the optimal surface on which a virtual object image 

should be projected in the environment. The viewer can see the correct 

appearance of the virtual object within an analyzed small area. In “dy-

adic SAR system” [26], two viewers stand face-to-face with each other 

near the opposite walls in a room and interact with a common virtual 

object. This system uses three projector-Kinect pairs mounted on the 

ceiling. The two pairs face the viewers respectively. Each pair measures 

the surfaces of one viewer and his/her back environment and projects a 

virtual object image on the surfaces. The projected image is seen by an-

other viewer. The viewers perceive the virtual object existing in the same 

3D position. The remaining pair measures and projects the environment 

between the viewers. Even in this system, each projected image gives 

the virtual object’s correct appearance to only a single viewer. The above 

systems can work in only a non-large room-scale environment because 

the real-time measuring by a Kinect sensor, generally an RGB-D cam-

era with a depth range limit, is necessary. On the other hand, many SAR 

systems to allow multiple viewers to see the correct appearance of a 

common virtual object simultaneously have been proposed [27][28][29] 

[30][31][32][33]. Such SAR is often called light field projection. These 

systems use specialized configurations with special devices and real ob-

ject surfaces; typically, they use multiple projectors and an anisotropic 

or lenticular surface made from special material to reflect different im-

ages to different directions. The development of view-dependent projec-

tion technologies for multiple viewers using non-specialized configura-

tions is an important future work in SAR.  

 

2.2 Argument 

The main purpose of AR is to augment the real world by adding a 

virtual object and making a viewer feel the object merging into the real 

world. Multiple viewers can experience the augmentation simultane-

ously by using their respective display devices. On the other hand, SAR 

has mainly two purposes. One purpose is to decorate a real object’s sur-

face by projecting various images. Multiple viewers can enjoy the dec-

oration simultaneously by the naked eyes [8][19][20][21][22][23][34]. 

This purpose needs a 3D model of the real object as a virtual object. 

Another purpose is to display a virtual object on the surface of a real 

object from which the virtual object does not originate, such as a screen 

and a wall. In this case, the real object’s shape has no relation with the 

virtual object’s shape. A typical method aims to provide the view-de-

pendent projection of the virtual object without any consideration for the 

relation between the shapes. When the virtual object is desired to merge 

into the real world, there is no problem if the real object should be shown 

as an element of the real world [26]. On the other hand, there are many 

cases in which the presence of the real object should not be shown. Con-

sequently, the “empty area” problem happens. When a viewer moves 

freely within a wide range around the real object, this problem becomes 

more serious.  

As far as we know, there is no method to solve the empty area prob-

lem intendedly. The system of [29] uses a specialized mirror rotating at 

high speed to reflect a virtual object image to a viewer. The real back-

ground behind the mirror is seen through it intermittently, which results 

in causing a visual effect by which the virtual object is floating in front 

of the background without feeling empty areas. However, the viewer 

unavoidably perceives the presence of the mirror. Our method solves the 

empty area problem without any specialized device. 

Our method uses not only a projector but also a camera, which is used 

to capture a real background. We assume that the intrinsic and extrinsic 

parameters of the projector and the camera and the geometry of a real 
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object are already known by geometric calibration. An arbitrary photo-

metric calibration method can be used for our method. However, in the 

experiments, photometric calibration was not applied and a white object 

with a diffuse reflection surface was used as a real object. Besides, a 

tracking sensor is used to track a moving viewer in real time. Our 

method obtains a color image of the background by the camera, approx-

imates the shape of the background by a plane, and converts the image 

to an appropriate image for a viewer’s position based on homography. 

This enables our method to treat a far background in a large space, even 

outdoors. The plane is determined by effective background parameters, 

which are interpolated on a 3D grid space to adjust the plane for an ar-

bitrary viewer’s position. Our method uses the “two-pass algorithm” [5] 

[35][36] to obtain a projection image containing a virtual object and a 

real background for view-dependent projection. The projection of this 

image results in displaying the virtual object’s correct appearance on a 

real object’s surface whose empty areas are eliminated by the projected 

real background according to a viewer’s position.  

 

3. View-dependent projection mapping en-
hanced by real background 

3.1 Outline 

If the surface of a real object is given the projection of a virtual object 

and their shapes are different from each other, the virtual object’s correct 

appearance cannot be seen from an arbitrary viewer’s position. This is 

explained in Figure 1, in which projection mapping is simulated virtu-

ally by a graphic library OpenGL. In the following, the notation “(a1,2)” 

means “(a1) and (a2)”, and “(a,b1)” means “(a1) and (b1)”. In this sim-

ulation, a virtual object is a teapot shown in (b1,2,3), and a real object is 

a cube shown in (c1,2,3). The images (a1,2) are top views to show the 

positions of the teapot, the cube, a projector, and a viewer on the hori-

zontal plane. The images (b,c2) are seen from the projector’s position 

while the images (b,c1) and (b,c3) are seen from the left and right 

viewer’s positions. The images (b1,2,3) are obtained by rendering the 

teapot from the respective positions; they have the teapot’s correct ap-

pearances. The gray colors in (c1,2,3) mean depth values from the re-

spective positions. If the image (b2) is used as a projection image and 

projected onto the cube’s surface by the projector, the surface is seen 

from the respective positions as shown in (d1,2,3); the red part on the 

cube’s surface in (a2) is given the projection of the teapot. The teapot’s 

appearance is correct in (d2), while it is incorrect in (d1,3). Our method 

solves the “incorrect appearance” problem by the “two-pass algorithm” 

[5][35][36], which “correctly distorts” an image with correct appearance 

to obtain an appropriate projection image to project by a projector ac-

cording to the positional relation between the projector and a viewer.  

In (d1,2,3), the gray-colored empty areas on the cube’s surface are not 

given the projection of the teapot. The colored boxes in (e1,2,3) simulate 

the real background behind the cube seen from the respective positions 

in the real world. Then, the actual views seen from the positions become 

(f1,2,3). In addition to the incorrect appearance, the empty areas greatly 

degrade the viewer’s feeling that the teapot merges into the real world. 

In order to avoid this problem, our method captures an image of the real 

background behind a real object by a camera and projects the image onto 

such empty areas. This results in making a viewer not feel the presence 

of the real object. The view-dependent projection of the teapot and the 

  

(a1) (a2) 

   

(b1) (b2) (b3) 

   

(c1) (c2) (c3) 

   

(d1) (d2) (d3) 

   

(e1) (e2) (e3) 

   

(f1) (f2) (f3) 

   

(g1) (g2) (g3) 

Figure 1. Correct/incorrect appearances of projected images and en-

hancement by real background. 
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real background with their correct appearances provides the ideal views 

in (g1,2,3), in which the teapot looks as if it were floating in the air in 

front of the real background. 

We need to consider how to obtain the background image seen from 

the viewer’s position. One solution is that the viewer carries a camera to 

directly use a captured background image. However, this imposes a bur-

den on the viewer. Practically, the camera should be fixed at a certain 

position. Then, a background image captured from the camera’s posi-

tion needs to be converted into an image seen from the viewer’s position. 

An easy solution is to use an RGB-D camera to obtain not only a color 

image but also a depth image of objects in the background. The depth 

image is used to obtain the 3D shapes of the background objects, which 

are rendered from the viewer’s position to obtain the objective image. 

However, the quality of such an image obtained by using a reasonable 

RGB-D camera, such as a Kinect sensor, is not so high because of the 

measurement errors of depth values and the pixel correspondence errors 

between a color image and a depth image. Besides, as a crucial problem, 

the depth value that the RGB-D camera can measure is limited to a cer-

tain range; for example, the practical depth range of a Kinect sensor is 

limited from 0.5 to 4.0 meters. This means that a background far from 

the camera cannot be measured. A traditional solution in computer vi-

sion to estimate depth values from color images captured by multiple 

RGB cameras can treat a far background. However, it is troublesome 

and difficult to set up and calibrate the cameras accurately. Besides, the 

estimation is not always exact and stable. Therefore, our method uses 

only a color image captured by a single RGB camera to treat a far back-

ground in a large space, even outdoors, easily and stably. Our method 

approximates the 3D shape of the background, that is, the 3D shapes of 

the background objects by a background plane according to a viewer’s 

position. Then, the captured image is converted into an image seen from 

a viewer’s position based on homography. The converted background 

image by the approximation needs to be similar to the real background 

directly seen by the viewer as exactly as possible. Particularly, in order 

to avoid the viewer’s strange feeling, the converted background pro-

jected on the real object’s surface should match the directly-seen real 

background seamlessly along the real object’s contour. 

The algorithm of our method executes the following steps, as shown 

in Figure 2. Steps 1 and 2 are done in the virtual space of a computer 

while Step 3 is done in the real space, that is, the real world. Step 2 is 

known as the two-pass algorithm [5][35][36]. These are executed in real 

time for the sake of the movement of a viewer and background objects.  

Step 1: A viewer composite image seen from a viewer’s position is gen-

erated by the next sub-steps, as shown in Figure 2 (a1).  

Step 1-1: A virtual object is rendered from the viewer’s position to gen-

erate a viewer virtual object image (b1). 

Step 1-2: A background image captured by the camera, called camera 

background image (c1*), is converted into a background image seen 

from the viewer’s position, called viewer background image (c1). 

Step 1-3: The viewer virtual object image (b1) and the viewer back-

ground image (c1) are combined into a viewer composite image (d1). 

Step 2: The viewer composite image (d1) is used as a texture and pro-

jectively mapped on the real object’s surface. The textured surface is 

rendered from the projector’s position to generate a projection image 

(d2), as shown in (a2). The image (d2) consists of (b2) and (c2), which 

are generated from (b1) and (c1) respectively.  

Step 3: The projection image (d2) is projected on the real object’s sur-

face, which results in showing the view of the virtual object’s correct 

appearance (d3), as shown in (a3). The view (d3) consists of (b3) and 

(c3). The view (e3) shows the background directly seen by the viewer 

in the real world. Then, the actual view seen by the viewer is (d3’). 

The view (c3’) contains only the background.  

The details of these steps are explained below. The main novelty of 

our method is in Step 1-2. The viewer background image is generated 

from the camera background image by a background plane defined by 

appropriate background parameters interpolated on a 3D grid space. In 

the following, we use “background” instead of “real background” if it 

does not mislead a reader. 

 

3.2 Practice environment 

We need to prepare the same practice environment in both of the real 

space and the virtual space. In the real space, a real object, a projector, 

and a camera are prepared. In the virtual space, an accurate 3D geomet-

ric model of the real object is made. Then, the registration between the 

spaces is done by placing the real object, the projector, and the camera 

in the same positions and orientations in both spaces. Their positions and 

orientations are fixed during a viewer’s SAR experience. 

The world coordinate system [𝑥, 𝑦, 𝑧] by the rectangular coordinate 

system is given in the practice environment. The coordinates 𝑥 and 𝑦 

define the horizontal plane, and the coordinate 𝑧 defines the vertical 

direction. A viewer usually moves around the real object. Therefore, the 

real object is put on the origin 𝑂 of the world coordinate system, and 

the polar coordinate system [𝑟, 𝜃, 𝜑], which is defined by 

𝑥 = 𝑟 cos 𝜃 sin 𝜑,    (1) 

𝑦 = 𝑟 sin 𝜃 sin 𝜑,    (2) 

𝑧 = 𝑟 cos 𝜑,    (3) 

is used for the viewer’s position. 

 

3.3 Generation of viewer composite image 

A viewer composite image is generated for an arbitrary viewer’s po-

sition by Step 1, which consists of the following three sub-steps. 

 

3.3.1 Viewer virtual object image 

A viewer virtual object image is generated in Step 1-1. In the virtual 

space, a 3D geometric model of a virtual object is made. It is scaled and 

positioned so as to fit inside the real object. Then, it is rendered from the 

viewer’s position to generate a viewer virtual object image.  
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    (d1)  (d2)  (d3)  (d3’) 

  Camera’s view  Viewer’s view  Projector’s view  Viewer’s view 

Figure 2. Our algorithm. 

 

3.3.2 Viewer background image 

A viewer background image is generated in Step 1-2. It is obtained 

from a camera background image by using a background plane to ap-

proximate the actual shape of a background. Our method uses a homog-

raphy matrix.  

When an image on a plane 𝑃 is seen from two cameras, the images 

of these cameras are directly related to each other by a 3 × 3 homog-

raphy matrix. The 2D pixel coordinates 𝑼1 = [𝑢1, 𝑣1]𝑇 of a camera 

𝐶1 and 𝑼2 = [𝑢2, 𝑣2]𝑇 of a camera 𝐶2 have the relationship 

𝜆𝑼̃1 = 𝜆 [
𝑼1

1
] = 𝐻 [

𝑼2

1
] = 𝐻𝑼̃2   (4) 

by a homography matrix 

𝐻 = [

ℎ11 ℎ12 ℎ13

ℎ21 ℎ22 ℎ23

ℎ31 ℎ32 ℎ33

],   (5) 

where 𝜆 ≠ 0 is a constant. The symbol 𝑇 means a transposed matrix. 

With respect to the camera 𝐶𝑚, 𝑚 = 1, 2, the intrinsic parameter 

matrix 𝐴𝑚 and the extrinsic parameter matrix [𝑅𝑚 𝒕𝑚] defined by 

the rotation matrix 𝑅𝑚 and the translation vector 𝒕𝑚 are given by 

𝐴𝑚 = [
𝑓𝑥𝑚 𝑠𝑚 𝑐𝑥𝑚

0 𝑓𝑦𝑚 𝑐𝑦𝑚

0 0 1

],   (6) 

𝑅𝑚 = [

𝑟11
𝑚 𝑟12

𝑚 𝑟13
𝑚

𝑟21
𝑚 𝑟22

𝑚 𝑟23
𝑚

𝑟31
𝑚 𝑟32

𝑚 𝑟33
𝑚

],   (7) 
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𝒕𝑚 = [

𝑡𝑥𝑚

𝑡𝑦𝑚

𝑡𝑧𝑚

].    (8) 

In the matrix 𝐴𝑚, the parameters 𝑓𝑥𝑚 and 𝑓𝑦𝑚 are the focal lengths 

in terms of pixels, 𝑐𝑥𝑚 and 𝑐𝑦𝑚 are the coordinates of the principal 

point, and 𝑠𝑚 is the skew coefficient. The 2D pixel coordinates 𝑼𝑚 

and the 3D world coordinates 𝑿 = [𝑥, 𝑦, 𝑧]𝑇 have the relationship 

𝜆𝑚𝑼̃𝑚 = 𝜆𝑚 [
𝑼𝑚

1
] = 𝐴𝑚[𝑅𝑚 𝒕𝑚] [

𝑿
1

] = 𝐴𝑚[𝑅𝑚 𝒕𝑚] 𝑿̃, 

     (9) 

where 𝜆𝑚 ≠ 0 is a constant. Besides, the plane 𝑃 is defined by 

𝑵𝑇𝑿 + 𝑑 = 𝑛𝑥𝑥 + 𝑛𝑦𝑦 + 𝑛𝑧𝑧 + 𝑑 = 0,  (10) 

where 𝑵 = [𝑛𝑥, 𝑛𝑦 , 𝑛𝑧]
𝑇
 , |𝑵| = 1 , is a unit normal vector, and 𝑑 

is a constant. Then, the homography matrix 𝐻 is represented by 

𝐻 = 𝐴1{(𝑵𝑇𝑅2
−1𝒕2 − 𝑑)𝑅1 + (𝒕1 − 𝑅1𝑅2

−1𝒕2)𝑵𝑇}𝑅2
−1𝐴2

−1. 

     (11) 

The derivation of Equation (11) is described in Appendix A. 

If the angles of view 𝛼𝑥𝑚  and 𝛼𝑦𝑚 , and the numbers of pixels 

𝑀𝑥𝑚  and 𝑀𝑦𝑚  of the camera 𝐶𝑚  are known, then the parameters 

𝑓𝑥𝑚, 𝑓𝑦𝑚, 𝑐𝑥𝑚, and 𝑐𝑦𝑚 are obtained by 

𝑓𝑥𝑚 = 𝑀𝑥𝑚 {2 tan(𝛼𝑥𝑚 2⁄ )}⁄ ,   (12) 

𝑓𝑦𝑚 = 𝑀𝑦𝑚 {2 tan(𝛼𝑦𝑚 2⁄ )}⁄ ,   (13) 

𝑐𝑥𝑚 = 𝑀𝑥𝑚 2⁄ ,    (14) 

𝑐𝑦𝑚 = 𝑀𝑦𝑚 2⁄ .    (15) 

Besides, it is often assumed that 

𝑠𝑚 = 0.     (16) 

We consider the camera 𝐶1 as a camera to capture a background, the 

camera 𝐶2 as a viewer, and the plane 𝑃 as a background plane to ap-

proximate the shape of the background. Then, a viewer background im-

age is obtained from a camera background image by determining the 

matrix 𝐻 in Equation (11) and using the correspondence between the 

coordinates 𝑼1 and 𝑼2 in Equation (4). This 2D computation using 

the 3 × 3 matrix 𝐻 is so efficient compared to the usual 3D compu-

tation using a 4 × 4 matrix by considering the two image planes and 

the plane 𝑃 in the 3D space. 

The matrix 𝐻 in Equation (11) consists of the intrinsic and extrinsic 

matrices of the cameras 𝐶𝑚 , 𝑚 = 1, 2 , and the parameters of the 

plane 𝑃. These are obtained as follows. The camera 𝐶1 is a camera to 

capture a background. The matrix 𝐴1 can be obtained by camera cali-

bration; it can be also obtained by Equations (12) to (16) although it is 

influenced by the errors of 𝛼𝑥𝑚 and 𝛼𝑦𝑚 in the specification and the 

assumption by Equation (16). The matrix 𝑅1  and the vector 𝒕1  are 

obtained from the position and viewing direction of the camera 𝐶1. The 

camera 𝐶2  is a viewer. The matrix 𝐴2  can be given arbitrarily and 

Step 2 needs to use the same matrix. The matrix 𝑅2 and the vector 𝒕2 

are obtained from the viewer’s position and viewing direction, which 

are obtained by tracking the viewer in real time. Finally, with respect to 

the plane 𝑃, the constant 𝑑 is obtained from the vector 𝑵, the world 

coordinates 𝑿0  of an arbitrary reference point 𝑄0 , and the distance 

𝐷𝑃 from the point 𝑄0 to the plane 𝑃 as follows:  

𝑑 = −𝑵𝑇𝑿0 − 𝐷𝑃,    (17) 

where the vector 𝑵 has the same direction as the direction from the 

point 𝑄0 to the plane 𝑃. By using the origin 𝑂 with world coordi-

nates 𝑶 = [0, 0, 0]𝑇 as the point 𝑄0, we obtain  

𝑑 = −𝐷𝑃.    (18) 

The world coordinates of the vector 𝑵 can be defined by using two 

coordinates 𝜃𝑃  and 𝜑𝑃  and setting 𝑟 = |𝑵| = 1  in Equations (1) 

to (3) as follows: 

𝑛𝑥 = cos 𝜃𝑃 sin 𝜑𝑃,    (19) 

𝑛𝑦 = sin 𝜃𝑃 sin 𝜑𝑃,    (20) 

𝑛𝑧 = cos 𝜑𝑃.    (21) 

Among the above-described elements to define the matrix 𝐻, only 

the three parameters 𝐷𝑃, 𝜃𝑃, and 𝜑𝑃 to define the plane 𝑃 cannot 

be determined automatically. We call them background parameters. We 

adjust them manually to make the plane 𝑃 approximate the shape of a 

background optimally such that a resulting viewer background image 

becomes as similar as possible to the actual background view seen from 

the viewer’s position. However, it is not practically easy to obtain the 

optimal plane by using the above three parameters. We improve them 

into other parameters in Section 3.6.1.  

 

3.3.3 Viewer composite image 

In Step 1-3, a viewer composite image is obtained by overlaying the 

viewer virtual object image on the viewer background image. The vir-

tual object can be made semitransparent by alpha blending so that the 

background can be seen through the virtual object.  

 

3.4 Generation of projection image 

In Step 2, a projection image is generated from the viewer composite 

image by using the two-pass algorithm [5][35][36]. First, the viewer 

composite image is used as a texture and projectively mapped on the 

surface of the geometric model of the real object from the viewer’s po-

sition. Then, the textured surface is rendered from the projector’s posi-

tion to generate a projection image. The resulting projection image is 

“correctly distorted” so that the virtual object and the background in the 

original viewer composite image can be seen with their “correct appear-

ances” by the viewer in Step 3. If a graphic library or tool for projective 

texture mapping is available, such as OpenGL, the above can be easily 

realized. 

 

3.5 Projection of projection image 

In Step 3, the projection image obtained in Step 2 is projected on the 

surface of the real object by the projector in the real space. The viewer 

sees the virtual object and the background correctly.  

 

3.6 Adjustment of background parameters 

The background parameters to define a background plane need to be 

adjusted as easily as possible to approximate a real background’s shape 

optimally. We present a practical adjustment method as follows. 
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3.6.1 Practical background parameters 

The three background parameters 𝐷𝑃 , 𝜃𝑃 , and 𝜑𝑃  to define a 

background plane 𝑃 are presented in Section 3.3.2. The parameter 𝐷𝑃 

is the distance from the origin 𝑂 to the plane 𝑃. The parameters 𝜃𝑃 

and 𝜑𝑃 define the unit normal vector 𝑵 of the plane 𝑃. The real ob-

ject is put on the origin 𝑂. Practically, the plane 𝑃 needs to be adjusted 

to obtain an optimal viewer background image by changing the param-

eters and observing the projected image on the real object’s surface. This 

adjustment is not done efficiently if the parameters 𝐷𝑃, 𝜃𝑃, and 𝜑𝑃 

are used directly. In the following, the “viewer” means a person to pre-

pare a projection mapping event and adjust the plane 𝑃 in advance. In 

Figure 3 (a), the viewer adjusts the plane 𝑃 by seeing the real object 

and the real background toward the origin 𝑂 from the viewer’s eye po-

sition 𝑄𝑣; the viewer’s viewing direction is represented by the red long 

arrow. In the following, we mean “viewer’s eye position” by “viewer’s 

position”. The planes 𝑃1  and 𝑃2  have the unit normal vectors 𝑵1 

and 𝑵2  defined by the parameter sets [𝜃𝑃1, 𝜑𝑃1]  and [𝜃𝑃2, 𝜑𝑃2] . 

The two planes have the same distance 𝐷𝑃 from the origin 𝑂 in the 

directions of their normal vectors. However, the distances 𝐷1 and 𝐷2 

in the viewer’s viewing direction are different. That is, when the viewer 

changes 𝜃𝑃  and 𝜑𝑃  to adjust the normal vector, the distance in the 

viewing direction also changes against the viewer’s intention. This 

causes a serious difficulty for the viewer to obtain an optimal plane 𝑃. 

Therefore, we present another practical way, as shown in Figure 3 (b). 

First, the base normal vector 𝑵0 = [𝑛𝑥0, 𝑛𝑦0, 𝑛𝑧0]
𝑇

 , |𝑵0| = 1 , is 

defined; its direction is the same as the viewer’s viewing direction. It is 

obtained from the coordinates 𝑹𝑣 = [𝑟𝑣, 𝜃𝑣, 𝜑𝑣]𝑇  of the viewer’s po-

sition 𝑄𝑣:  

𝜃𝑃0 = 𝜃𝑣 + 180°,    (22) 

𝜑𝑃0 = 180° − 𝜑𝑣,    (23) 

𝑛𝑥0 = cos 𝜃𝑃0 sin 𝜑𝑃0,   (24) 

𝑛𝑦0 = sin 𝜃𝑃0 sin 𝜑𝑃0,   (25) 

𝑛𝑧0 = cos 𝜑𝑃0.    (26) 

Next, the base plane 𝑃0 is defined such that it has the normal vector 

𝑵0  and a distance 𝐿𝑃  from the origin 𝑂 . An arbitrary unit normal 

vector 𝑵 defined by parameters 𝜃𝑃, 𝜑𝑃, and Equations (19) to (21) 

is obtained based on the vector 𝑵0 using difference parameters ∆𝜃𝑃 

and ∆𝜑𝑃 by  

𝜃𝑃 = 𝜃𝑃0 + ∆𝜃𝑃 = 𝜃𝑣 + 180° + ∆𝜃𝑃,  (27) 

𝜑𝑃 = 𝜑𝑃0 + ∆𝜑𝑃 = 180° − 𝜑𝑣 + ∆𝜑𝑃.  (28) 

Then, the viewer can obtain an objective plane 𝑃 based on the plane 

𝑃0  by changing the three parameters 𝐿𝑃 , ∆𝜃𝑃 , and ∆𝜑𝑃 . The base 

point 𝑄𝑃 is the intersection of the plane 𝑃0 and the viewing direction; 

it has the world coordinates 𝑿𝑃 = 𝐿𝑃𝑵0. The point 𝑄𝑃 is on an arbi-

trary plane 𝑃 defined by 𝐿𝑃, ∆𝜃𝑃, and ∆𝜑𝑃. This means that the co-

ordinates 𝑿𝑃 satisfy Equation (10), which gives 

𝑑 = −𝑵𝑇𝑿𝑝 = −𝐿𝑃𝑵𝑇𝑵0.   (29) 

Equations (18) and (29) give the relation between 𝐷𝑃 and 𝐿𝑃:  

𝐷𝑃 = 𝐿𝑃𝑵𝑇𝑵0.    (30) 

The two parameter sets [𝐷𝑃, 𝜃𝑃 , 𝜑𝑃]  and [𝐿𝑃, ∆𝜃𝑃, ∆𝜑𝑃]  are re-

lated by Equations (27), (28), and (30). The set [𝐿𝑃, ∆𝜃𝑃 , ∆𝜑𝑃] ena-

bles the viewer to adjust the plane 𝑃 more easily than [𝐷𝑃, 𝜃𝑃 , 𝜑𝑃]. 

Therefore, we use the parameters 𝐿𝑃, ∆𝜃𝑃, and ∆𝜑𝑃 as background 

parameters practically. These parameters determine an arbitrary plane 

𝑃 for a viewer’s position 𝑄𝑣 with coordinates 𝜃𝑣 and 𝜑𝑣. The unit 

normal vector 𝑵  is determined by Equations (19) to (21), (27), and 

(28). The constant 𝑑 is determined by Equation (29), in which the vec-

tor 𝑵0 is determined by Equations (22) to (26). The plane 𝑃 always 

has the base point 𝑄𝑃 , which is seen by the viewer at the center of 

his/her visual field. The point 𝑄𝑃 is away from the viewer by the dis-

tance 𝐿𝑃 + 𝑟𝑣. For fixed values of ∆𝜃𝑃 and ∆𝜑𝑃, the change of the 

distance 𝐿𝑃 moves the plane 𝑃 forward and backward in the viewing 

direction with the normal vector 𝑵  unchanged. For a fixed value of 

𝐿𝑃, the change of the angles ∆𝜃𝑃 and ∆𝜑𝑃 causes the 3D rotation of 

the plane 𝑃 around the point 𝑄𝑃, which is fixed as a rotational center, 

by moving the normal vector 𝑵 apart from the base normal vector 𝑵0. 

The above way enables the viewer to obtain an optimal plane 𝑃 easily, 

intuitively, and efficiently.  

 

3.6.2 Interpolation of background parameters 

An optimal background view projected on the real object’s surface by 

using a background plane 𝑃 should be as similar as possible to the ac-

tual background view directly seen by a viewer. Such a plane 𝑃 de-

(a)  

(b)  
Figure 3. Background parameters. 
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pends on the viewer’s position. Our method provides optimal back-

ground parameters 𝐿𝑃, ∆𝜃𝑃, and ∆𝜑𝑃 according to the viewer’s po-

sition. They are separated as follows: 

𝐿𝑃 = 𝐿𝑃
𝐺 + 𝐿𝑃

𝐿 ,    (31) 

∆𝜃𝑃 = ∆𝜃𝑃
𝐺 + ∆𝜃𝑃

𝐿,    (32) 

∆𝜑𝑃 = ∆𝜑𝑃
𝐺 + ∆𝜑𝑃

𝐿 .    (33) 

The global parameters 𝐿𝑃
𝐺  , ∆𝜃𝑃

𝐺  , and ∆𝜑𝑃
𝐺  are common for every 

viewer’s position to adjust the plane 𝑃 roughly. The local parameters 

𝐿𝑃
𝐿 , ∆𝜃𝑃

𝐿, and ∆𝜑𝑃
𝐿  change according to the viewer’s position to adjust 

the plane 𝑃 in detail. For an arbitrary viewer’s position with coordi-

nates 𝑹𝑣 = [𝑟𝑣, 𝜃𝑣, 𝜑𝑣]𝑇, the following functions of 𝑹𝑣 provide the 

local parameters: 

𝐿𝑃
𝐿 = 𝐹𝐿𝑃

𝐿 (𝑹𝑣) = 𝐹𝐿𝑃
𝐿 (𝑟𝑣, 𝜃𝑣, 𝜑𝑣),   (34) 

∆𝜃𝑃
𝐿 = 𝐹∆𝜃𝑃

𝐿(𝑹𝑣) = 𝐹∆𝜃𝑃
𝐿(𝑟𝑣, 𝜃𝑣, 𝜑𝑣),  (35) 

∆𝜑𝑃
𝐿 = 𝐹∆𝜑𝑃

𝐿 (𝑹𝑣) = 𝐹∆𝜑𝑃
𝐿 (𝑟𝑣, 𝜃𝑣, 𝜑𝑣).  (36) 

These functions are defined in the ranges 

𝑟𝑚𝑖𝑛 ≤ 𝑟𝑣 ≤ 𝑟𝑚𝑎𝑥,    (37) 

𝜃𝑚𝑖𝑛 ≤ 𝜃𝑣 < 𝜃𝑚𝑎𝑥, 𝜃𝑚𝑖𝑛 = 0, 𝜃𝑚𝑎𝑥 = 360, (38) 

𝜑𝑚𝑖𝑛 ≤ 𝜑𝑣 ≤ 𝜑𝑚𝑎𝑥,    (39) 

by using grid points 𝐺[𝑖,𝑗,𝑘]  with coordinates [𝑟𝑖 , 𝜃𝑗 , 𝜑𝑘] , 0 ≤ 𝑖 <

𝑁𝑟, 0 ≤ 𝑗 < 𝑁𝜃, 0 ≤ 𝑘 < 𝑁𝜑, given by 

𝑟𝑖 = {
𝑟𝑚𝑖𝑛(= 𝑟𝑚𝑎𝑥) (𝑁𝑟 = 1),

𝑟𝑚𝑖𝑛 + ∆𝑟 ∙ 𝑖,    ∆𝑟 =
𝑟𝑚𝑎𝑥 − 𝑟𝑚𝑖𝑛

𝑁𝑟 − 1
(𝑁𝑟 ≥ 2),

 

     (40) 

𝜃𝑗 = ∆𝜃 ∙ 𝑗,    ∆𝜃 = 360 𝑁𝜃⁄ ,   (41) 

𝜑𝑘 = {

𝜑𝑚𝑖𝑛(= 𝜑𝑚𝑎𝑥) (𝑁𝜑 = 1),

𝜑𝑚𝑖𝑛 + ∆𝜑 ∙ 𝑘,    ∆𝜑 =
𝜑𝑚𝑎𝑥 − 𝜑𝑚𝑖𝑛

𝑁𝜑 − 1
(𝑁𝜑 ≥ 2).

 

     (42) 

Each grid point is given local parameters 𝐿𝑃
𝐿 [𝑖, 𝑗, 𝑘], ∆𝜃𝑃

𝐿[𝑖, 𝑗, 𝑘], and 

∆𝜑𝑃
𝐿[𝑖, 𝑗, 𝑘], which are interpolated linearly to define the functions. In 

order to obtain an optimal plane 𝑃 for an arbitrary viewer’s position, 

optimal global and local parameters 𝐿𝑃
𝐺  , ∆𝜃𝑃

𝐺  , ∆𝜑𝑃
𝐺 , 𝐿𝑃

𝐿 [𝑖, 𝑗, 𝑘] , 

∆𝜃𝑃
𝐿[𝑖, 𝑗, 𝑘], and ∆𝜑𝑃

𝐿[𝑖, 𝑗, 𝑘] need to be given in advance.  

Our current system provides an interface to give the global and local 

parameters by trial and error manually. In the real space, the interface 

enables us to stand at a position near each grid point, check a background 

view projected on the real object’s surface, and adjust the background 

plane by changing the parameters interactively to obtain an optimal 

background view in real time. It is an important future work to develop 

an efficient way to determine the optimal parameters automatically or 

semi-automatically. 

 

3.7 Practice  

The following are necessary for the practice of our method. 

 

3.7.1 Tracking of viewer 

We use a sensor to track a moving viewer in the real space in real time 

to obtain his/her position, which is used in Steps 1 and 2 in the virtual 

space. The tracking sensor is fixed near the real object and directed to-

ward the area in which the viewer can move. Consequently, the tracking 

sensor and the camera to capture a real background are fixed near the 

real object and directed toward the sides opposite to each other. 

 

3.7.2 Generation of viewer virtual object image 

Our system has two options to obtain a viewer virtual object image in 

Step 1-1. The first option renders the 3D geometric model of a virtual 

object in real time during a viewer’s SAR experience. This option can 

generate an image for an arbitrary position of a moving viewer with less 

memory than the second one. Besides, a desired rendering and shading 

algorithm can be used. However, the algorithm needs to be implemented 

so as to work efficiently in real time in our system, and the quality of the 

image is restricted by the real-time processing time. The second option 

renders the model in advance for predetermined 𝑀𝑟 × 𝑀𝜃 × 𝑀𝜑 dis-

crete viewer’s positions and saves the rendered images to a storage de-

vice such as a hard disk. In a viewer’s experience, all the saved images 

are stored on a memory, and the image for the discrete position nearest 

to the actual position of a moving viewer is used. This option can use 

high-quality images generated by time-consuming advanced rendering 

and shading algorithms and graphic tools. However, it needs large stor-

age/memory; in particular, an amination of a virtual object needs huge 

storage/memory to treat all frame images for all discrete positions.  

 

4. Experiment 
We made some experiments in virtual and real environments. The 

demo videos of the experiments can be accessed on the journal website.  

Besides, the additional experiments and demo videos can be accessed 

on the following website: http://www-cg.cis.iwate-

u.ac.jp/~fujimoto/demo/projmap_3d_back-

ASv20n1/projmap_3d_back.html 

 

4.1 Experiment in virtual environment 

We firstly made an experiment in a virtual environment constructed 

by OpenGL. It is shown in Figure 4. The top view (a) shows the hori-

zontal 𝑥𝑦 plane, and the side view (b) shows the 𝑥𝑧 plane. A cube is 

a real object, which is fixed at the origin 𝑂; it is denoted by the violet 

square. A viewer sees it at a position 𝑄𝑣  with coordinates 𝑹𝑣 =

[𝑟𝑣 , 𝜃𝑣, 𝜑𝑣]𝑇 . The three small round red dots denote typical viewer’s 

positions and the long red arrows denote their viewing directions; in 

each of (a) and (b), the middle dot denotes the viewer’s initial position 

𝑄𝑣
𝑖𝑛𝑖  with 𝑹𝑣

𝑖𝑛𝑖 = [𝑟𝑣
𝑖𝑛𝑖 , 𝜃𝑣

𝑖𝑛𝑖 , 𝜑𝑣
𝑖𝑛𝑖]

𝑇
 . A projector is fixed at a posi-

tion 𝑄𝑝𝑟 with 𝑹𝑝𝑟 = [𝑟𝑝𝑟, 𝜃𝑝𝑟 , 𝜑𝑝𝑟]
𝑇
; it is directed toward the cube. 

A camera is fixed at a position 𝑄𝑐 with 𝑹𝑐 = [𝑟𝑐 , 𝜃𝑐 , 𝜑𝑐]𝑇; it is di-

rected toward the side opposite to the cube. The green and blue dots de-

note the positions 𝑄𝑝𝑟  and 𝑄𝑐 , and the green and blue long arrows 

denote their viewing directions. The viewer, the projector, and the cam-

era are given the values in Table 1. The height of the floor is 𝑧 = −1.2. 

In this experiment, the viewer’s coordinate 𝜑𝑣  moves from 80  to 

100 degrees; the coordinate 𝑧 relative to the floor’s height moves  

http://www-cg.cis.iwate-u.ac.jp/~fujimoto/demo/projmap_3d_back-ASv20n1/projmap_3d_back.html
http://www-cg.cis.iwate-u.ac.jp/~fujimoto/demo/projmap_3d_back-ASv20n1/projmap_3d_back.html
http://www-cg.cis.iwate-u.ac.jp/~fujimoto/demo/projmap_3d_back-ASv20n1/projmap_3d_back.html
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(c) 

 

 

 
(b) 

 

 

Figure 4. Virtual environment. 

 

Table 1. Values for experiment in virtual environment. 

 Position 
[𝑟, 𝜃, 𝜑] 

(𝑟: meters) 

(𝜃, 𝜑: degrees) 

Position 
[𝑥, 𝑦, 𝑧] 
(meters) 

Gaze point 
[𝑥, 𝑦, 𝑧] 
(meters) 

Angles of 

view 

[𝛼𝑥, 𝛼𝑦] 

(degrees) 

Numbers of 

pixels 

[𝑀𝑥, 𝑀𝑦] 

Viewer: 𝑄𝑣
𝑖𝑛𝑖 3.0, 180.0, 90.0 −3.0, 0.0, 0.0 0.0, 0.0, 0.0 20.0, 15.0 640, 480 

Projector: 𝑄𝑝𝑟 4.2, 180.0, 74.0 −4.0, 0.0, 1.2 0.0, 0.0, 0.0 38.0, 23.0 640, 400 

Camera: 𝑄𝑐 0.8, 0.0, 140.0 0.5, 0.0, −0.6 10.0, 0.0, 0.0 57.0, 43.0 640, 480 

 

roughly from 1.7 to 0.7 meter for 𝑟𝑣 = 3.0 meters. This range of 

𝑧 simulates the height of an actual viewer’s eyes. The size of the cube 

is 0.43 meters. The cube’s top and bottom faces are parallel to the floor, 

while its four vertical edges are put toward ±𝑥  and ±𝑦  directions. 

The angles of view [𝛼𝑥, 𝛼𝑦] and the numbers of pixels [𝑀𝑥, 𝑀𝑦] of 

the projector and the camera are the same as those of our actual projector 

and camera used in the experiments in Section 4.2, while those of the 

viewer were selected to appropriately evaluate the performance of our 

method.  

The result of the experiment is shown in Figure 5. The images are 

“augmented” views seen from twenty-five viewer’s positions given by 

𝜃𝑣 = 160, 170, 180, 190, 200  and 𝜑𝑣 = 80, 85, 90, 95, 100  at 

a constant distance 𝑟𝑣 = 𝑟𝑣
𝑖𝑛𝑖 = 3.0. An orange teapot is a virtual ob-

ject. The colored boxes simulate objects in a real background. The boxes 

are arranged close to two planes vertical to the 𝑥𝑦 plane; the brown 

lines in Figure 4 (c) represent the planes. The two planes intersect per-

pendicularly, and they are 10  meters away from the origin 𝑂 . The 

boxes are rotated randomly. Their centers are arranged regularly with 

random displacements within ±10 % of the interval between neigh-

boring boxes horizontally and vertically on the planes and within ±0.1 

meter perpendicularly to the planes. The size of each box is 0.553 me-

ters. We call the planes “box planes”. The distribution of the boxes close 

to the two box planes needs to be approximated by a single background 

plane 𝑃. Each image in Figure 5 has two areas. The dark central area is 

the cube’s surface onto which the teapot and the background are pro-

jected by the projector; the cube’s top face is bright and its bottom face 

is black due to the position of the projector. The remaining area is the 

background directly observed. Our method aims to remove the presence 

of the cube by projecting the background on its surface. Thus, the back-

ground plane 𝑃 should be adjusted such that the projected background 

matches the directly-observed background along the boundary of the 

cube’s contour as seamlessly as possible. The background parameter in-

terpolation provides the “boundary match” for an arbitrary viewer’s po-

sition.  
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Table 2. Global background parameters for Figure 5. 

Figure 5 𝐿𝑃
𝐺 ∆𝜃𝑃

𝐺 ∆𝜑𝑃
𝐺 

(a) 12.8 0.0 0.0 
(b) 10.0 0.0 0.0 

 

 

 

 

Table 3. Definition of grid points for Figure 5 (b). 

 
Minimum 

coordinate 

Maximum 

coordinate 

Number of 

points 
Interval 

𝑟𝑖 𝑟𝑚𝑖𝑛 = 2.5 𝑟𝑚𝑎𝑥 = 3.5 𝑁𝑟 = 3 ∆𝑟 = 0.5 

𝜃𝑗  𝜃𝑚𝑖𝑛 = 0 𝜃𝑚𝑎𝑥 = 360 𝑁𝜃 = 18 ∆𝜃 = 20 

𝜑𝑘 𝜑𝑚𝑖𝑛 = 80 𝜑𝑚𝑎𝑥 = 100 𝑁𝜑 = 3 ∆𝜑 = 10 

 
 

Table 4. Local background parameters given to grid points for Figure 5 (b). Other grid points are given [𝐿𝑃
𝐿 , ∆𝜃𝑃

𝐿 , ∆𝜑𝑃
𝐿] = [0.0, 0.0, 0.0]. 

𝑟𝑖 = 3.0    

𝜃𝑗  160 180 200 

𝜑𝑘 𝐿𝑃
𝐿  ∆𝜃𝑃

𝐿 ∆𝜑𝑃
𝐿  𝐿𝑃

𝐿  ∆𝜃𝑃
𝐿 ∆𝜑𝑃

𝐿  𝐿𝑃
𝐿  ∆𝜃𝑃

𝐿 ∆𝜑𝑃
𝐿  

80  1.203993 −25.0 −10.0  2.997460  0.0 −10.0  1.203993 25.0 −10.0  

90  1.033779 −25.0 0.0  2.8  0.0 0.0  1.033779 25.0 0.0  

100  1.203993 −25.0 10.0  2.997460  0.0 10.0  1.203993 25.0 10.0  

 

The images in Figure 5 (a) were obtained when the interpolation was 

not used. Local parameters were not used, and the global parameters in 

Table 2 were carefully selected so as to provide the best boundary match 

along the cube’s contour for the viewer’s initial position 𝑄𝑣
𝑖𝑛𝑖. The re-

sulting plane 𝑃 was parallel to the 𝑦𝑧 plane and 12.8 meters away 

from the origin 𝑂. The central image for 𝑹𝑣
𝑖𝑛𝑖 = [3.0, 180, 90] has 

an appropriate boundary match although there are some noticeable 

“gaps” between the projected background and the directly-observed 

background; the gaps were caused by the approximation of the two box 

planes by the single plane 𝑃 as well as the approximation of the 3D 

shapes of the boxes by the plane 𝑃. However, the other images have 

worse boundary matches with serious gaps due to the same parameters 

selected only for 𝑄𝑣
𝑖𝑛𝑖.  

The images in Figure 5 (b) were obtained when the interpolation was 

used. The grid points 𝐺[𝑖,𝑗,𝑘] were given by Table 3, and the global and 

local parameters in Tables 2 and 4 were selected so as to provide the best 

boundary matches for the viewer at the respective grid points. The grid 

point with 𝑹𝑣
𝑖𝑛𝑖 was given the same parameters in total as those given 

in the “without-interpolation” case. Consequently, the central images in 

(a) and (b) are the same by the same plane 𝑃. The two grid points with 

[𝑟𝑖 , 𝜃𝑗 , 𝜑𝑘] = [3.0, 180, 80]  and [3.0, 180, 100]  were given the 

parameters to make the same plane 𝑃  remain. The three grid points 

with 𝜃𝑗 = 160 in Table 4 were given the parameters to make the plane 

𝑃 coincide with the right box plane in y ≤ 0 seen from the origin 𝑂; 

a viewer at 𝜃𝑣 = 160 sees mainly the boxes close to the right plane. 

In the same way, the parameters given to the three grid points with 𝜃𝑗 =

200 make the plane 𝑃 coincide with the left box plane in y ≥ 0. The 

nine images with black frames were obtained directly from the parame-

ters given to the grid points. These images have appropriate boundary 

matches although there are some gaps. The three images for 𝜃𝑣 = 180 

have more noticeable gaps than the others have. The projected back-

ground in each of the three images has the boxes, some of which are 

close to the right box plane and others of which are close to the left one. 

The noticeable gaps were caused by the imperfect approximation for the 

two box planes by the single plane 𝑃. The projected background in each 

of the remaining six images for 𝜃𝑣 = 160 and 200 has the boxes, 

all of which are close to only one box plane. In this case, the single plane 

𝑃  worked quite well. On the other hand, the images other than the 

above nine images were obtained from interpolated parameters. These 

images also have appropriate boundary matches although there are also 

some gaps. The two images for 𝜃𝑣 = 180 have some noticeable gaps 

and the four images for 𝜃𝑣 = 160  and 200  have less gaps by the 

same reason as described above. The ten images for 𝜃𝑣 = 170  and 

190 have noticeable gaps although the boxes in their projected back-

grounds have the same situations as those for 𝜃𝑣 = 160  and 200 . 

The parameters for 𝜃𝑣 = 170 are given by interpolating the parame-

ters for 𝜃𝑣 = 𝜃𝑗 = 160 and 180. This means that the plane 𝑃170 is 

the intermediate between the two planes 𝑃160 and 𝑃180, where 𝑃𝜃𝑣
 

means a plane 𝑃  for 𝜃𝑣 . Thus, the noticeable gaps for 𝜃𝑣 = 170 

were caused by the plane 𝑃170  that does not coincide with the box 

plane. The gaps for 𝜃𝑣 = 190 have the same cause. Compared to Fig-

ure 5 (a), the boundary matches are greatly improved in Figure 5 (b) by 

the background parameter interpolation although there are some gaps, 

part of which are noticeable. 

The above result shows that our method has the fundamental ability 

to appropriately eliminate undesired empty areas on a real object’s sur-

face by projecting a real background. A background plane can be ad-

justed easily, intuitively, and efficiently by practical background param-

eters, which are interpolated to make the boundary match between a 

projected background and a directly-observed background as seamless 

as possible for an arbitrary viewer’s position. This ability achieves the 

effective view-dependent projection to make a viewer not feel the pres-

ence of a real object but feel a virtual object merging into the real world. 

 

4.2 Experiment in real environment 

We secondly made some experiments in a real environment. We used 

a white cube made from styrofoam as a real object; its size is 0.43 me-

ters. We used an off-the-shelf projector, RICOH IPSiO PJ WX5150. We  
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Figure 5. Augmented views for different viewer’s positions in virtual environment. 𝑟𝑣 = 𝑟𝑣
𝑖𝑛𝑖 = 3.0. 

(a) Background parameters are not interpolated. (b) Background parameters are interpolated. 
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used two Kinect sensors. One was used as a tracking sensor to track a 

viewer. Another was used as a camera to capture a real background. This 

Kinect sensor captured only color images of the background and did not 

capture depth images. We used it instead of a usual RGB camera be-

cause it has a wide angle of view to capture the background widely. We 

used old-type Kinect sensors, Kinect for Windows, because we needed 

to connect them to one personal computer; more than one new-type Ki-

nect sensor cannot be connected to one personal computer. The two Ki-

nect sensors were fixed near the cube and directed toward the sides op-

posite to each other. The angles of view and the numbers of pixels of the 

projector and the Kinect sensors are shown in Table 1. We used a per-

sonal computer with OS: Windows 10, Chipset: Intel(R) Z370 Express, 

CPU: Intel(R) Core i7-8700K (3.7-4.7GHz), GPU: NVIDIA(R) Ge-

Force GTX 1060 6GB GDDR5, Mem: 32GB, SSD: 480GB, HDD: 

2TB. We used the 3D geometric model of a virtual object shown in Fig-

ure 6. Viewer virtual object images were obtained by the second option 

in Section 3.7.2; the model was rendered in advance for 𝑀𝑟 × 𝑀𝜃 ×

𝑀𝜑 = 1 × 360 × 1 discrete viewer’s positions, that is, for every one 

degree around the model. We gave global background parameters and 

local parameters for grid points manually in advance. All the projection 

processes of our method were executed in real time during a viewer’s 

SAR experience.  
 

Figure 7 shows augmented views seen from some viewer’s positions 

in the first experiment, in which the background was a planar wall with 

three figures near the cube. The views show that our method worked 

well. The correct appearance of the virtual object was always seen from 

different viewer’s positions. The appropriate boundary match between 

the projected background and the directly-observed background was 

obtained by adjusting the background plane so as to fit the wall. The 

virtual object looked as if it actually existed in the real world. It was dif-

ficult to eliminate the presence of the cube perfectly due to the difference 

of the brightness of the projected background and the directly-observed 

background. As a result, the cube looked like a transparent box contain-

ing the virtual object inside. This visual effect was also yielded in the 

experiments below. 

Figure 8 shows some augmented views obtained in the second exper-

iment, in which a rack containing some boxes was put as a background 

object in front of the wall used in the first experiment. The correct ap-

pearance and the appropriate boundary match were also obtained. Some 

gaps between the projected background and the directly-observed back-

ground were caused by the difficulty of the approximation for the non-

planar background by the background plane.  

Figure 9 shows some augmented views obtained in the third experi-

ment, in which the background was far from the cube and the back-

ground objects had complicated shapes. The black jaggy-shaped wall 

was about 10 meters and the white wall behind it was about 15 me-

ters away from the cube. There were many background objects in front 

of the walls, such as desks and chairs. Figure 10 shows some projection 

images of the virtual object. Our method worked well to treat such a far 

complicated-shaped background in a large space. The correct appear-

ance and the appropriate boundary match for the complicated back-

ground were obtained even if the viewer moved within a wide angle 

range around the cube. The boundary match over the wide range was 

achieved by the interpolation of background parameters to obtain an op-

timal background plane for each viewer’s position. 
  
 

5. Conclusion 
In SAR, when a virtual object’s shape is different from a real object’s 

shape, the difference of the shapes causes undesired empty areas onto 

which the virtual object is not projected on the real object’s surface. We 

proposed a view-dependent method to eliminate such empty areas by 

  

  
Figure 6. Virtual object. 

  

  

Figure 7. Augmented views in real environment with near planar back-

ground. 

  

  

Figure 8. Augmented views in real environment with near non-planar 

background. 
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projecting the real background behind the real object. In order to treat a 

far background in a large space, the real background’s image is captured 

by an RGB camera and converted to an image for the viewer’s position 

based on homography. The image conversion uses the approximation of 

the background’s shape by a background plane, which is defined by 

practical background parameters interpolated on a 3D grid space. This 

adjusts the projected background so as to match the directly-observed 

background according to the viewer’s position. Consequently, our 

method makes the viewer not feel the presence of the real object but feel 

the virtual object merging into the real world.  

Currently, the presence of a real object is not eliminated perfectly due 

to the difference of the brightness of a projected background and a di-

rectly-observed background. This should be appropriately improved by 

photometric calibration. Our method has a serious problem; the view-

dependent display is available to only a single viewer and not available 

to multiple viewers simultaneously. However, the simplicity of our 

method enables the integration with an existing method developed for 

multiple viewers. This is an important future work. Currently, a back-

ground plane is adjusted by giving background parameters manually. 

The development of an efficient way to determine optimal parameters 

automatically or semi-automatically is also a future work. In the current 

practice, a camera to capture a background and a tracking sensor to track 

a viewer are fixed near a real object and directed toward the sides oppo-

site to each other. This configuration allows a viewer to see only one side 

of a virtual object. Actually, two Kinect sensors are used as the camera 

and the tracking sensor respectively. If each Kinect sensor works as both 

a camera and a tracking sensor, the viewer can see two opposite sides of 

the virtual object. By expanding this configuration, we are planning to 

develop a system to allow a viewer to enjoy a 360-degree view of a vir-

tual object merging into its real background by using multiple Kinect 

sensors. 
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Appendix 

A. Derivation of homography matrix 

The homography matrix 𝐻 of Equation (11) is obtained as follows. 

In the following, for convenience, some equations used in Section 3.3.2 

are written again.  

Each of two cameras 𝐶𝑚, 𝑚 = 1, 2, has an intrinsic parameter ma-

trix 𝐴𝑚 and an extrinsic parameter matrix 𝑀𝑚 = [𝑅𝑚 𝒕𝑚] defined 

by a rotation matrix 𝑅𝑚 and a translation vector 𝒕𝑚 as follows: 

𝐴𝑚 = [
𝑓𝑥𝑚 𝑠𝑚 𝑐𝑥𝑚

0 𝑓𝑦𝑚 𝑐𝑦𝑚

0 0 1

],   (a.1) 

𝑅𝑚 = [

𝑟11
𝑚 𝑟12

𝑚 𝑟13
𝑚

𝑟21
𝑚 𝑟22

𝑚 𝑟23
𝑚

𝑟31
𝑚 𝑟32

𝑚 𝑟33
𝑚

],   (a.2) 

𝒕𝑚 = [

𝑡𝑥𝑚

𝑡𝑦𝑚

𝑡𝑧𝑚

].    (a.3) 

For a point 𝑄  in the 3D space, its 2D pixel coordinates 𝑼𝑚 =

[𝑢𝑚 , 𝑣𝑚]𝑇 and 3D camera coordinates 𝑿𝑚 = [𝑥𝑚, 𝑦𝑚, 𝑧𝑚]𝑇 of the 

camera 𝐶𝑚 and its 3D world coordinates 𝑿 = [𝑥, 𝑦, 𝑧]𝑇 have the re-

lationships 

𝑿𝑚 = [𝑅𝑚 𝒕𝑚] [
𝑿
1

] = 𝑀𝑚 [
𝑿
1

] = 𝑀𝑚𝑿̃,   (a.4) 

𝜆𝑚𝑼̃𝑚 = 𝜆𝑚 [
𝑼𝑚

1
] = 𝐴𝑚𝑿𝑚,    (a.5) 

where 𝜆𝑚 ≠ 0 is a constant. The symbol 𝑇 means a transposed ma-

trix. These are unified as follows: 

𝜆𝑚𝑼̃𝑚 = 𝐴𝑚𝑀𝑚𝑿̃.     (a.6) 

Equations (a.4), (a.5), and (a.6) are given other representations using 

4 × 4 matrices 𝑀̃𝑚 and 𝐴̃𝑚 as follows: 

𝑿̃𝑚 = [
𝑿𝑚

1
] = [

𝑅𝑚 𝒕𝑚

0 0 0 1
] [

𝑿
1

] = [
𝑀𝑚

0 0 0 1
] [

𝑿
1

] = 𝑀̃𝑚𝑿̃,  

     (a.7) 

𝑼̃𝑚
∗ = [𝜆𝑚𝑼̃𝑚

1
] = [𝜆𝑚 [

𝑼𝑚

1
]

1
] = [

𝐴𝑚

0
0
0

0 0 0 1

] [
𝑿𝑚

1
] = 𝐴̃𝑚𝑿̃𝑚,  

     (a.8) 

𝑼̃𝑚
∗ = 𝐴̃𝑚𝑀̃𝑚𝑿̃.     (a.9) 

The following is obtained from Equations (a.7) and (a.8): 

𝐴̃𝑚𝑀̃𝑚 = [
𝐴𝑚

0
0
0

0 0 0 1

] [
𝑅𝑚 𝒕𝑚

0 0 0 1
] = [

𝐴𝑚𝑅𝑚 𝐴𝑚𝒕𝑚

0 0 0 1
]. 

     (a.10) 

The next equations are obtained from Equation (a.7):  

𝑿̃ = [
𝑿
1

] = 𝑀̃𝑚
−1

𝑿̃𝑚 = [ 𝑅𝑚
−1 𝒕′𝑚

0 0 0 1
] [

𝑿𝑚

1
],  (a.11) 

𝒕′𝑚 = −𝑅𝑚
−1𝒕𝑚.     (a.12) 

The next equation is obtained from Equation (a.8):  

𝑿̃𝑚 = [
𝑿𝑚

1
] = 𝐴̃𝑚

−1
𝑼̃𝑚

∗ = [
𝐴𝑚

−1
0
0
0

0 0 0 1

] [𝜆𝑚 [
𝑼𝑚

1
]

1
].  (a.13) 

The next equation is obtained from Equation (a.9):  

𝑿̃ = 𝑀̃𝑚
−1

𝐴̃𝑚
−1

𝑼̃𝑚
∗ .     (a.14) 

The following is obtained from Equations (a.11) and (a.13): 

𝑀̃𝑚
−1

𝐴̃𝑚
−1

= [ 𝑅𝑚
−1 𝒕′

𝑚

0 0 0 1
] [

𝐴𝑚
−1

0
0
0

0 0 0 1

]  

= [𝑅𝑚
−1𝐴𝑚

−1 𝒕′𝑚

0 0 0 1
].   (a.15) 

Equation (a.9) gives the camera 𝐶1  

𝑼̃1
∗ = 𝐴̃1𝑀̃1𝑿̃.    (a.16) 

Equation (a.14) gives the camera 𝐶2  

𝑿̃ = 𝑀̃2
−1

𝐴̃2
−1

𝑼̃2
∗ .    (a.17) 

Then, the next equation is obtained from Equations (a.16) and (a.17): 

𝑼̃1
∗ = 𝐴̃1𝑀̃1𝑀̃2

−1
𝐴̃2

−1
𝑼̃2

∗ .    (a.18) 

The following is obtained from Equations (a.10) and (a.15): 

𝐴̃1𝑀̃1𝑀̃2
−1

𝐴̃2
−1

= [
𝐴1𝑅1 𝐴1𝒕1

0 0 0 1
] [𝑅2

−1𝐴2
−1 𝒕′

2

0 0 0 1
]  

= [𝐴1𝑅1𝑅2
−1𝐴2

−1 𝐴1𝑅1𝒕′
2 + 𝐴1𝒕1

0 0 0 1
].  (a.19) 

Then, the following is obtained from Equations (a.12), (a.18), and 

(a.19): 

𝜆1𝑼̃1 = [𝐴1𝑅1𝑅2
−1𝐴2

−1 𝐴1𝑅1𝒕′
2 + 𝐴1𝒕1] [𝜆2𝑼̃2

1
]  

= 𝜆2𝐴1𝑅1𝑅2
−1𝐴2

−1𝑼̃2 + 𝐴1𝑅1𝒕′
2 + 𝐴1𝒕1  

= 𝜆2𝐴1𝑅1𝑅2
−1𝐴2

−1𝑼̃2 + 𝐴1(𝒕1 − 𝑅1𝑅2
−1𝒕2).  (a.20) 

The world coordinates 𝑿 of a point 𝑄 on a plane 𝑃 seen from the 

camera 𝐶𝑚 satisfy  

𝑵𝑇𝑿 + 𝑑 = 𝑛𝑥𝑥 + 𝑛𝑦𝑦 + 𝑛𝑧𝑧 + 𝑑 = 0,  (a.21) 

where 𝑵 = [𝑛𝑥, 𝑛𝑦 , 𝑛𝑧]
𝑇
, |𝑵| = 1, is a unit normal vector and 𝑑 is 

a constant. From Equation (a.11), the world coordinates 𝑿  and the 

camera coordinates 𝑿𝑚 of the point 𝑄 have the relationship  

𝑿 = 𝑅𝑚
−1𝑿𝑚 + 𝒕′𝑚.    (a.22) 

Then, from Equation (a.21), the camera coordinates 𝑿𝑚 satisfy  

𝑵𝑇(𝑅𝑚
−1𝑿𝑚 + 𝒕′𝑚) + 𝑑 = 0.   (a.23) 

From Equation (a.12), Equation (a.23) is arranged into 

𝑵𝑇𝑅𝑚
−1𝑿𝑚 = 𝑵𝑇𝑅𝑚

−1𝒕𝑚 − 𝑑.   (a.24) 

Then, the following is obtained from Equations (a.5) and (a.24): 

𝜆𝑚𝑵𝑇𝑅𝑚
−1𝐴𝑚

−1𝑼̃𝑚 = 𝑵𝑇𝑅𝑚
−1𝒕𝑚 − 𝑑.   (a.25) 

From Equation (a.22), the origin 𝑂𝑚 of the camera coordinates 𝑿𝑚 

has world coordinates  

𝑶𝑚 = 𝑅𝑚
−1[0 0 0]𝑇 + 𝒕′𝑚 = 𝒕′𝑚 .   (a.26) 
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Then, from Equations (a.22) and (a.26), the viewing direction vector 

𝑉𝑚 from the origin 𝑂𝑚 to the point 𝑄 has world coordinates  

𝑽𝑚 = 𝑿 − 𝑶𝑚 = 𝑅𝑚
−1𝑿𝑚.    (a.27) 

If 𝑵𝑇𝑽𝑚 = 𝑵𝑇𝑅𝑚
−1𝑿𝑚 = 0, the vector 𝑉𝑚 is parallel to the plane 

𝑃 . In this case, the plane 𝑃  cannot be seen from the camera 𝐶𝑚 . 

Therefore, it is assumed that  

𝑵𝑇𝑅𝑚
−1𝑿𝑚 ≠ 0.     (a.28) 

Thus, the following is obtained from Equations (a.24) and (a.28): 

𝑵𝑇𝑅𝑚
−1𝒕𝑚 − 𝑑 ≠ 0.    (a.29) 

Then, the following is obtained from Equation (a.25): 

𝜆𝑚

𝑵𝑇𝑅𝑚
−1𝒕𝑚−𝑑

𝑵𝑇𝑅𝑚
−1𝐴𝑚

−1𝑼̃𝑚 = 1.   (a.30) 

Equation (a.30) is given 𝑚 = 2 and substituted in Equation (a.20) 

to obtain  

𝜆1𝑼̃1 = 𝜆2𝐴1𝑅1𝑅2
−1𝐴2

−1𝑼̃2  

+𝐴1(𝒕1 − 𝑅1𝑅2
−1𝒕2)

𝜆2

𝑵𝑇𝑅2
−1𝒕2−𝑑

𝑵𝑇𝑅2
−1𝐴2

−1𝑼̃2. (a.31)  

Equation (a.31) is arranged as follows: 

𝜆1(𝑵𝑇𝑅2
−1𝒕2 − 𝑑)𝑼̃1 = 𝜆2𝐴1{(𝑵𝑇𝑅2

−1𝒕2 − 𝑑)𝑅1  

+(𝒕1 − 𝑅1𝑅2
−1𝒕2)𝑵𝑇}𝑅2

−1𝐴2
−1𝑼̃2.   (a.32) 

Then, the following is obtained from Equation (a.32): 

𝜆𝑼̃1 = 𝐴1{(𝑵𝑇𝑅2
−1𝒕2 − 𝑑)𝑅1  

+(𝒕1 − 𝑅1𝑅2
−1𝒕2)𝑵𝑇}𝑅2

−1𝐴2
−1𝑼̃2,   (a.33) 

where  

𝜆 = 𝜆1(𝑵𝑇𝑅2
−1𝒕2 − 𝑑) 𝜆2⁄ ≠ 0   (a.34) 

is a new constant. Equation (a.33) is arranged as follows: 

𝜆𝑼̃1 = 𝐻𝑼̃2,     (a.35) 

𝐻 = 𝐴1{(𝑵𝑇𝑅2
−1𝒕2 − 𝑑)𝑅1 + (𝒕1 − 𝑅1𝑅2

−1𝒕2)𝑵𝑇}𝑅2
−1𝐴2

−1. 

     (a.36) 

Equations (a.35) and (a.36) are the same as Equations (4) and (11).  
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