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Abstract
CAPTCHA is a security system that is intended to distinguish computers and humans. Although
many types of CAPTCHA programs exist, many CAPTCHA solver services are now becoming avail-
able. Humans can recognize partially-hidden objects that computers cannot. In this paper, we use
this feature to propose a new text-based CAPTCHA, in which sprinkled destructors are placed on and
under the characters. Based on the evaluation of our method, we have found that a general character
recognition software called Google Tesseract and a CAPTCHA solver system are unable to recognize
the CAPTCHA generated by our method although humans can recognize them.
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1 Introduction

Web-based services are used all over the world.
Unfortunately, programs called spam bots often
try to abuse these services, such as adding ads in
the comment fields of blogs. In this section, we
explain three methods to prevent spam bots.

The first method is an automatic comment fil-
ter such as Mollom [1] and Akismet [2], that
screen all comments and block spam messages be-
fore they are posted to websites. However, an
automatic filter sometimes causes over-filtering,
which eliminates real user comments, or keeps
spam comments. The second method is called
form honeypot, that is based on the creation of
an input field that is invisible to humans. Al-
though real users leave it out, spam bots are
likely to fill in the field. The disadvantage of
this technique is that spammers can access the
HTML of the page, find out the use of hon-
eypot on the form, and easily bypass it. The
third method is Completely Automated Public
Turing test to tell Computers and Humans Apart
(CAPTCHA), which is a test to discriminate be-
tween humans and computers [3]. According to
the website for DRUPAL, one of the most famous
open source content management system (CMS)
projects, the order of the utilization frequency is
text-based CAPTCHA, honey-pot, image-based
CAPTCHA, and automatic comment filtering [4].
Actually, web sites such as Google R⃝, Yahoo! R⃝,
and Microsoft R⃝ adopt CAPTCHA services to
prevent spam bots. CAPTCHA is still re-
garded as the most useful tool to detect spam
bots. In this paper, we focus on the text-based
CAPTCHA system.

Gimpy [3], which was originally built for Ya-
hoo!, is a typical example of traditional text-
based CAPTCHA. It chooses words from a dic-
tionary and distorts them. However, Mori and
Malik have already recognized the Gimpy series
of CAPTCHA [5]. For EZ-Gimpy, which is a re-
fined version of the original Gimpy system, the
recognition rate of CAPTCHA image was 92%.
For the most difficult CAPTCHA of the Gimpy
system, which has 3 distorted and overlaid words
in an image, Mori and Malik’s method succeeded
in recognizing one image at a rate of 33% [5].

Microsoft also adopts a CAPTCHA system on
its account creation web page. The CAPTCHA
has distorted and multi-layered characters. Hong
et al. collected 600 CAPTCHAs from the Mi-
crosoft website and tried to recognize them. The
method could automatically separate the charac-
ters, and it recognized one character with 91.07%
accuracy by using the convolutional neural net-
work(CNN). Because Microsoft CAPTCHA uses
six characters in one image, the accuracy rate of
one CAPTCHA image is 57.05% [6]. Gao et al.
also tried to recognize the Microsoft CAPTCHA
system. Their target was the newest Microsoft
CAPTCHA system, which had two layers. Their
method estimated the boundary lines between
layers and characters, and the method fed the
characters to CNN. Finally, the average accuracy
was 44.6% for one CAPTCHA image [7].

Google provides another CAPTCHA sys-
tem called reCAPTCHA, which was broken by
Starostenko et al. [8]. They used support vec-
tor machine (SVM) classifier, and the recognition
rate of one character was 94% [8].

Komiyama et al. proposed a text-based
CAPTCHA [9] with subjective contour, which is
one of the human visual features. They evaluated
the robustness of their CAPTCHA system with
SVM. On the CAPTCHA, characters were rec-
ognized with the rate of 60%, which means the
recognition rate of one CAPTCHA image is 7.8%
because there are five characters in one image.

George et al. proposed another very power-
ful method to break text-based CAPTCHAs [10].
They proposed a new network model called Re-
cursive Cortical Network (RCN), which was in-
spired by human brain’s visual cortex. The re-
markable point is its training efficiency. For ex-
ample, for reCAPTCHA, their method can rec-
ognize one character with 94.3% accuracy only if
they feed five clean training examples per char-
acter.

Up to the present, we described text-based
CAPTCHA. There are other styles of CAPTCHA
to prevent attacks.

For example, Tamura et al. proposed an image-
based CAPTCHA system [11]. The algorithm
picks a noun from a predefined dictionary, and
selects a related image by using a search engine.
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Then, the algorithm partially hides the image by
using destructors. This partially hidden image
is used as a CAPTCHA, and the user answers
the name of the object shown in the image. The
authors investigated the recognition rate of their
system, and the accuracy rate was 97.85% for hu-
mans. However, they also mentioned that this
CAPTCHA was broken by image search with the
rate of 11.3% .

Mori et al. proposed a video CAPTCHA [12]
with amodal completion, which is one of the abili-
ties of human visual interpolation. Their method
utilizes black letters and gray circles that occlude
letters. The occluded letter areas are then made
transparent. The letters do not move while the
gray circles move randomly in every frame of the
video. When the circles return to the initial posi-
tion, users could recognize the CAPTCHA. Users
can recognize the CAPTCHA with the success
rate of 68%, and the average response time was
13.8 seconds. In their consecutive research, how-
ever, their methods including the updated one
were broken by CNN [13]. The recognition rate
for one letter was 99.9%. They also tried to seek
some improved points, such as changing of char-
acter color from black to red, but it was also bro-
ken by CNN with the same rate of 99.9% [14].

Google provided a checkbox CAPTCHA sys-
tem called no captcha reCAPTCHA system. It
analyzes user’s clicking behavior with a risk anal-
ysis system and calculates the confidence score.
If the click is suspicious, then it shows an image-
based CAPTCHA test to verify whether or not
the click is done by humans. Sivakorn et al. re-
ported that they could break 52,000 to 59,000
checkbox CAPTCHA tests on one day in single
IP address, and the image-based CAPTCHA was
broken with 70.78% accuracy by CNN [15].

CAPTCHA categories now include text, im-
age, checkbox, and so on. However, the im-
provement of image recognition techniques, espe-
cially CNN, makes attackers decode many exist-
ing CAPTCHAs. In this paper, we focus on the
text-based CAPTCHA. As shown above, in the
recent CAPTCHA attack system, character re-
gions are extracted and machine learning such as
CNN is applied to each character. Therefore, for
prevention of CAPTCHA from being learned by

CNN, it is important not to use features that are
easily identified. In this paper, we assume that
“randomness” or “irregularity” is useful to pre-
vent attackers from creating CAPTCHA break-
ing programs.

We propose a new text-based CAPTCHA test
that uses amodal perception, which is one of the
human vision features [16]. Figure 1 shows the
letters A that is partially hidden by blue-colored
destructors. Because of the blue destructors,
computers cannot recognize the letter, while hu-
mans can because we can interpolate the hidden
parts.

Figure 1: Alphabetic characters showing the
amodal effect

We use this feature in our work. For existing
text-based CAPTCHA, such as reCAPTCHA v1,
Microsoft, and Yahoo! CAPTCHA systems de-
form the characters so that it makes difficult for
spam bots to analyze the text. However, machine
learning methods can understand the deformed
characters. Instead of deforming characters, our
algorithm hides parts of characters by randomly
placing random-shaped destructors on and under
the characters. The randomness makes it diffi-
cult for machine learning or attacker systems to
find and recognize the characters. Figure 2 shows
our proposed CAPTCHA. It contains four letters
with many destructors. Although we can recog-
nize letters as FPOF, the destructors make it dif-
ficult to recognize the position of letters and their
contents.

Figure 2: An example of proposed CAPTCHA
(FPOF)
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2 Amodal Effect and Character
Recognition

When we place many obstacles on and under the
characters, we need to be aware of several points.
For example, we recognize the character in the
left side of Figure 3 as B. However, we cannot
identify the letter shown on the right side of Fig-
ure 3 because we cannot tell if it is C or O. There-
fore, some parts of a character should not be cov-
ered with destructors so that humans can identify
it. We call these parts as non-shielded part.

Figure 3: Recognizable (left) and unrecognizable
(right) letters with randomly placed
objects

We have performed a subject experiment to de-
fine non-shielded parts for each letter. 29 exam-
inees, who were 20’s, participated in this exper-
iment. They put circular seals with 8, 16, or 20
[mm] in diameter on some spots that should not
be hidden to identify the character on a question
sheet shown in Figure 4(a). Figure 4(b) shows an
example of their answers.

(a) Original question sheet (b) User response

Figure 4: User experiment to search for non-
shielded parts

Figure 5 shows the result of the experiment,
where red-colored portions are non-shielded
parts. This figure is generated by synthesizing all
answer sheets with 96% transparency. Because
these parts are important for humans to recog-
nize characters, they should not be completely
covered. The following section shows how we have

Figure 5: Result of the experiment

used this information to place the obstacles.

3 CAPTCHA Generation

Figure 6 shows an overview of the proposed algo-
rithm. The CAPTCHA has four layers. The first
layer contains only the background color (Fig-
ure 6(a)). The color is defined randomly. Next,
some destructors are placed (Figure 6(b)). The
shapes, positions, and colors are determined ran-
domly. Third, alphabets are selected and placed
randomly (Figure 6(c)). Finally, destructors are
put randomly again (Figure 6(d)). In this section,
we explain the detailed algorithm.

3.1 Calculation of the Shielded Rate

For a simple implementation, the non-shielded
parts shown in Figure 5 are approximated as rect-
angles shown in Figure 7 and Table 1. The origin
of the coordinate system is set at the top-left cor-
ner of each character. The horizontal and vertical
lengths of a character are lw and lh, respectively.
The non-shielded part should be covered with de-
structors less than T1% for human readability.

3.2 Character settings

The RGB values of each character are selected
randomly. However, if the character and the
background colors are similar, it is difficult to
distinguish the character from the background.
To avoid this, the contrast should be kept be-
tween the character and background. In this pa-
per, the minimum color difference value ∆76E
(CIELAB color difference) between each charac-
ter and the background color is set to T2. If
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(a) Randomly colored background

(b) Randomly placed destructors

(c) Randomly placed characters

(d) Randomly placed destructors and characters
Figure 6: Algorithm flow

the color difference is less than T2, the character
color is randomly re-assigned. The center posi-
tion (x, y) of each character in the image is also
selected randomly so that x = [lw/2, w − lw/2]
and y = [lh/2, h − lh/2], where w and h are the
CAPTCHA image width and height, respectively.
In order to ensure readability, the algorithm re-
allocates the (x, y) value randomly if one of the
following cases occurs :

• The character covers more than T1% area of
the non-shielded parts in the other charac-
ters

• The x-coordinate of a character surpasses the
half of the previous character width

The first condition is for readability to humans,
and the second one is for character ordering.

3.3 Destructor Settings

The shapes of destructors are ellipse, rectangle,
polygon, and closed region by Bezier curve. We
show examples of destructors in Figure 8.

Figure 7: Simplification of non-shielded parts

Table 1: Coordinates of the non-shielded parts
depending on letters

Letters
Coordinates

Start End

A/V

(
1

3
lw,

1

3
lh

) (
2

3
lw,

2

3
lh

)
C/O

(
2

3
lw,

1

3
lh

) (
lw,

2

3
lh

)
B/E/F/G/L/P/Q/R

(
1

3
lw,

1

3
lh

) (
lw, lh

)
H/K/M/N/W

(
1

3
lw, 0

) (
lw, lh

)
J/X/Y

(
0,

1

2
lh

) (
lw, lh

)
T/U

(
0, 0

) (
lw,

1

2
lh

)
D/S/Z

(
1

4
lw,

1

4
lh

) (
3

4
lw,

3

4
lh

)
I (0, 0) (lw, lh)

The occurrence probability is 25% for each
shape. The length of the rectangle and the ra-
dius of the ellipse are determined randomly in the
range of [1, T3]. For polygon or Bezier region, we
select 3 to 13 points. The number and the posi-
tion of the points are selected randomly, and the
maximum size of the bounding box is T3 × T3.
Each component of RGB values for each shape is
selected randomly in the range of [0, 255].

Figure 8: Shapes of the destructors
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Destructors are placed before and after drawing
the characters. Before we place the characters, we
do not need to consider the non-shielded parts
because destructors are placed under the texts.
After we place the characters, we cannot ignore
the non-shielded parts because it is difficult for
humans to read the text if destructors are placed
on the text. Therefore, we set threshold T1. If
one of the characters is covered more than T1%
of the non-shielded parts, then we stop to place
destructors.

4 Evaluation

We have performed readability test on
CAPTCHA images for both humans and
computers. Table 2 describes the parameter
settings to generate CAPTCHA images. The
maximum number of destructors, T1, T2, and T3

affects the readability of the CAPTCHA image.
Therefore, we set these parameters based on a
pre-experimentation, which tests the readability
for human.

Table 2: Values of each CAPTCHA parameters

Parameter Value

Image Size 1500 × 400 [px]

Font Size 200 [pt]

Font Family Arial Bold

Maximum destructors 800

T1 (explained at 3.1 and 3.2) 50 [%]

T2 (explained at 3.2) 90

T3 (explained at 3.3) 40 [px]

Table 3 summarizes the evaluation results.

4.1 Readability by Humans

21 participants reviewed 60 CAPTCHA images
with four characters for each image. Figure 9
shows the result of the examination. The blue
bars show the recognition rate [%] for one im-
age, and the red line shows the average response
time [seconds]. The average recognition rate and
the average response time were 94.2% and 5.41
seconds per image, respectively.

Table 3: Rates of CAPTCHA image readability

Reader Recognition Rate [%]
Humans 94.2
OCR software 0
CAPTCHA solver 0
LeNet 54.95 (one letter)

9.11 (estimated for four letters)
2.75 (estimated for six letters)

RCN 13.07 (one letter)
0.029 (estimated for four letters)

Figure 9: Result of human Recognition

On the other hand, Bursztein et al.[17], asked
Amazon’s Mechanical Turk to solve CAPTCHAs
created by the 13 most popular text-based
CAPTCHA schemes, including Google, Yahoo,
and Microsoft CAPTCHA systems. The aver-
age recognition rate and the time were 87.0%
and 9.8 seconds, respectively. Therefore, we
have concluded that our CAPTCHA is easy for
users to recognize compared with other text-
based CAPTCHA systems.

Figure 10 shows CAPTCHA images that have
lower recognition rates for humans. Recognition
rates of Figure 10 were 4.8% for the letters of
WOUD, 19.1% for the letters of IUOC, and 61.9%
for the letters of MEHQ, respectively. All partic-
ipants who answered incorrectly recognized O as
Q and vice versa because the characters or de-
structors covered the lower right part, which is
the non-shield part of Q. Then, the readabilities
of O and Q were reduced.
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Figure 10: CAPTCHA images with lower recog-
nition rates:WOUD (top), IUOC
(middle), MEHQ (bottom)

4.2 Readability by Conventional Software

We have used a general OCR software called
Tesseract [18] for the computer readability test,
which had 1,000 CAPTCHA images with four
characters for each image. The result shows that
Tesseract did not recognize any of the CAPTCHA
images because destructors were placed in various
positions. We have also tested CAPTCHA solver
software [19]. Based on 100 CAPTCHA images,
we have found that none of them were recognized.

4.3 Possibility of Specified Attacker

CAPTCHA solver systems usually estimate the
CAPTCHA region, divide it into each character,
and recognize each character [6, 7, 20, 21]. In this
section, we discuss possibilities for each process.

4.3.1 Estimation of character position

If the destructors are placed only under the char-
acters, then the characters are placed on the top,
and the text region could be estimated with T
junction [22]. However, if the destructors are
placed both on and under the characters, it is
difficult to clarify the character position because
the destructors are placed even under the charac-
ter in some area, while others are placed on the
character.

Another possibility is to use a color histogram.

(a) An example of the proposed CAPTCHA

(b) color histogram (c) color histogram from
another viewing angle

Figure 11: Color histogram of CAPTCHA

Some color bins of the characters might have a
large values that lead to the estimation of the
character region. Figure 11(a) shows an example
of the proposed CAPTCHA, and (b) and (c) show
the visual histograms (in CIELAB) in which the
color of sphere shows the representative color of
each histogram bin, and the radius of the sphere
corresponds to the value of the bin. Although the
color of the background shows the largest value,
we cannot recognize which bins indicate the char-
acters. While other CAPTCHAs have regulari-
ties to segment image colors into characters, our
algorithm uses randomness to prevent attackers.
Therefore, it is difficult to identify the character
region with image processing techniques.

4.3.2 Recognition of Character with Machine
Learning

We have used the experimental setting as George
et al. [10]. Their training data were five char-
acters for each alphabet and achieved the char-
acter recognition rate of 94.3% for reCAPTCHA
system, 91.6% for Botdetect system, 92.5% for
Yahoo! CAPTCHA system, and 89.3% for Pay-
Pal CAPTCHA system, respectively. Under the
same condition as their work, the accuracy rate
for recognition of one character was 11.54% for
the proposed CAPTCHA system. Because the
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CAPTCHA has four characters in an image, the
recognition rate for one CAPTCHA image is
0.018%.

We have also used the same experimental set-
ting as Hong et al. [6], who used LeNet to break
the Microsoft CAPTCHA service. They used
600 CAPTCHA images. Their method auto-
matically estimated the character region, from
which they obtained 3,600 character regions.
These were used as the input data, 90% of
which were used for the training, and the re-
maining were used for the test. Hong et al.
achieved 91.07% character recognition rate. Be-
cause the Microsoft CAPTCHA system contains
six characters per image, their method can break
a CAPTCHA image with 57.07% success rate.
For the proposed CAPTCHA image, we can-
not employ their automatic character region es-
timation algorithm, because it is specialized in
the Microsoft CAPTCHA generation algorithm.
Therefore, we manually separated 3,600 char-
acter regions and then used LeNet to investi-
gate the recognition rate. The recognition rate
for one character was 54.95%, which shows that
the proposed CAPTCHA is more robust against
the CNN attack. The recognition rates become
9.11% and 2.75% for CAPTCHA images with
four and six characters, respectively, where Mi-
crosoft CAPTCHA image has six characters.

Although the recognition rate is not 0%, it
is low compared with the conventional methods.
Therefore, it is possible to distinguish between
humans and bots by preparing a mechanism that
excludes access from IP addresses with low recog-
nition rate.

5 Conclusion

In this paper, we have proposed a new genera-
tion method of text-based CAPTCHA by using
human perception. It lowers the possibility of
recognition by computer software, while it is eas-
ily recognized by humans. As the result of the
evaluation, humans could read the CAPTCHAs
correctly at the rate of 94.2%. The average re-
sponse time to read the CAPTCHA was 5.41
seconds, meaning that it is easy for humans to
recognize the CAPTCHA generated by the pro-

posed method. A conventional OCR software and
the CAPTCHA solver system were unable to rec-
ognize the generated CAPTCHA at all. CNN
could recognize the CAPTCHA with low accu-
racy. Therefore, we can distinguish bots and hu-
mans.

In the future, we would like to examine real-
location of the non-shielded parts of the letter
Q for higher read-ability. We also plan to use
various fonts to prevent breaking CAPTCHA by
pattern matching. Moreover, we should optimize
the CAPTCHA generation parameter such as the
number of maximum destructor, T1, T2, and T3.
These affects the readability for both human and
CNN. We should perform more detailed parame-
ter tuning. Furthermore, we should carefully de-
termine the colors of letters and destructors to
improve the readability by color-blind persons.
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