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Abstract

In this paper, we propose a motion interpolation method using parameters based on adjectives. We
conducted a questionnaire experiment in which subjects were asked to evaluate 10 example walking
motions using 41 pairs of adjectives. Based on the results, 27 pairs of adjectives that are effective for
motion parameterization were selected and four primary parameters were determined by categorizing
the adjectives. Our motion interpolation method allows the user to create various styles of motions
using the four primary parameters and any combination of the additional 27 adjective pairs. We also
conducted a questionnaire experiment on another motion set of 27 walking motions and obtained
the same four primary parameters and 29 adjective pairs. These results show that our method and
the four primary parameters can be generalized for walking motions. In addition, our approach was
applied to motion features that are computed example motions without any questionnaire experiment
and obtained the primary and additional motion feature parameters for motion interpolation. This
realizes motion interpolation using parameters based on motion features. The user of our system can
choose adjective or motion feature parameters to create a motion depending on the type of motion that
he or she wants to create. We present the results of our experiments and demonstrate the advantages
of our method.
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1 Introduction

Motion interpolation is a common technique in
computer animation and can be used for gener-
ating a new motion from a set of existing mo-
tions through some control parameters. Normally
a small number of quantitative parameters such
as the position of the end-effector, walking speed,
and direction are used. However, animators often
want to edit motion using adjectives. For exam-
ple, they might want to create a motion that looks
happy, depressed, lively, or weak.

In this paper, we propose a motion interpo-
lation method using parameters based on adjec-
tives. In general, there are many adjectives, and
it is not easy to choose appropriate ones for mo-
tion interpolation. We hence conducted a ques-
tionnaire experiment where subjects were asked
to evaluate ten example walking motions using
41 pairs of adjectives. Based on the results, 27
pairs of adjectives that are effective for motion
parameterization were selected and four primary
parameters were determined by categorizing the
adjectives. Our motion interpolation method al-
lows the user to create various styles of motion
using the four primary parameters and any com-
binations of the additional 27 adjectives pairs.
We also conducted a questionnaire experiment on
another motion set of 27 walking motions and
obtained the same four primary parameters and
29 adjective pairs. These results show that our
method and the four primary parameters can be
generalized for walking motions. In addition, our
approach was applied to motion features that are
computed example motions without any ques-
tionnaire experiment and obtained the primary
and additional motion feature parameters for mo-
tion interpolation. This realizes motion interpo-
lation using parameters based on motion features.
The user of our system can choose adjective or
motion feature parameters to create a motion de-
pending on the type of motion that he or she
wants to create. We present the results of our ex-
periments and demonstrate the advantage of our
method.

Our approach can be applied to any kind of mo-
tion. In this research, we chose walking motion as
an example because walking is a common human

behavior that can express various styles. In addi-
tion, it is a cyclic motion and can be played back
repeatedly, which makes it easy to observe during
experiments. We applied our method to 10 exam-
ple motions, which is a relatively small number.
In practice, it is not easy to create a large num-
ber of examples of a specific kind of motion with
many styles. Unlike previous research that re-
quired many example motions, our method works
well with this small number of example motions.

The main contributions of this paper are as fol-
lows. We propose an approach for the quantifi-
cation of adjectives for motion interpolation. We
also determined four primary parameters based
on adjectives through our experiments. We devel-
oped a motion interpolation system with the four
primary parameters and any combination of ad-
jective pairs. Moreover, we applied our approach
to motion features and determined the four pri-
mary parameters. This allows the user to chose
the subjective (adjectives) or the objective (mo-
tion features) parameters to create motions. Our
approach and the primary parameters should be
applicable to other kinds of motion with various
styles.

This paper is an extended version of our pre-
vious work [1]. We experimented our method
on another motion set with a larger number of
walking motions to show that our approach can
be generalized (Section 3). We also applied our
method to motion features (Section 5). Further-
more, we conducted an additional experiment to
compare the adjective and motion feature param-
eters (Section 6).

The remainder of this paper is organized as fol-
lows. Section 2 reviews related work. Section 3
describes the quantification and classification of
adjectives based on our questionnaire experiment.
Section 4 explains our implementation of motion
interpolation. Section 5 explains the quantifica-
tion and classification of motions features. Sec-
tion 6 presents the experimental results and dis-
cussion. Section 7 concludes this paper.

2 Related Work

Motion interpolation techniques are used in com-
puter animation [2, 3, 4, 5, 6, 7]. A motion in-
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terpolation generates a new motion from a set of
example motions by blending them. A feature
vector is assigned to each example motion in ad-
vance. Given a desired feature vector, the blend-
ing weights of these example motions are com-
puted based on their feature vectors. By blend-
ing these example motions with the weights, a
new motion is synthesized. Several approaches
have been proposed for computing the blending
weights. Rose et al. [3] combined linear approx-
imation and non-linear adjustments with radial
basis functions. This approach has been adapted
by many researchers [5]. Wiley and Hahn [2]
combined linear interpolations of nearby exam-
ples around the specified parameter. This ap-
proach also has been adapted by other researchers
[4, 6]. However, it requires a large number of
dense examples over the parameter space. To
solve this problem, Kovar et al. [6] generated
many examples by interpolating existing exam-
ples. Mukai and Kuriyama [7] introduced a geo-
statistical model for statistically estimating the
correlations between feature and motion spaces.
Lau et al. [8] modeled a set of example motions by
their spatial temporal variations. Min et al. [9]
applied principle component analysis to example
motions to construct a low-dimensional statisti-
cal model for generating a motion by determining
the blending weights of the principal components
to satisfy the given constraints. In our research,
because our primary contribution is our parame-
terization of adjectives and any motion interpo-
lation method can be combined with our system,
we use the standard approach [3, 5].

To apply motion interpolation, the feature
space must be defined and feature vectors must
be assigned to example motions. Various kinds of
feature vectors have been used in previous stud-
ies. Basically, the dimension of the feature space
needs to be small compared to the number of ex-
ample motions. Walking speed and turning direc-
tion are used as feature vectors for walking and
running motions [3, 5]. The position of the end-
effector is used as a feature vector for reaching,
punching, and kicking motions [6, 7]. Rose et al.
[3] parameterized different styles of motions us-
ing parameters based on adverbs such as happy,
sad, and angry. Their features are similar to ours.

However, they used only a small number of ad-
verbs that the authors had chosen. In contrast,
our method allows the user to utilize any com-
bination of adjectives and the primary parame-
ters that are derived from many adjectives. Ad-
verbs and adjectives have the same role and both
can express styles of motions. In addition, our
method can be applied to both. However, in this
paper, we use adjectives rather than adverbs, be-
cause a mixture of adjectives and adverbs is con-
fusing and adjectives are naturally used to ex-
press the styles of motions in Japanese, the lan-
guage in which our questionnaire experiment was
conducted.

Recently, Forger and Takala [10] proposed a
method for motion interpolation using verbal ex-
pressions and applied it to walking motion. Un-
like our method, instead of verbal expression in-
put, they used motion features that are com-
puted from example motions and are associated
with the verbal expressions as motion interpola-
tion parameters. They used 35 example waking
motions and 13 verbal expressions such as fast,
slow, aggressive, lazy, and excited in their ex-
periment. They introduced an incremental and
iterative process for motion interpolation with a
pseudo-inverse matrix. Their approach requires
more motions than the effective motion features
and also requires more manual annotation than
our method. Moreover, as the output motion de-
pends on the series of inputs, it is difficult to re-
produce the same motions.

Quantifying a subjective factor using a ques-
tionnaire experiment is a common approach, al-
though it is not straightforward and careful de-
sign is required. Komatsu [11] quantified adjec-
tives and onomatopoeias, which consist of conso-
nants and vowels, using a questionnaire experi-
ment. Although he presented an application for
simple robot motion control, his quantification of
adjectives was general-purpose and not intended
for motion synthesis. Different methods and ex-
periments are required for quantifying adjectives
for motion interpolation.

We applied a hierarchical clustering method
[12] to extract the primary parameters from the
various adjectives that are used in our experi-
ment. There are many approaches for extract-
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Figure 1: Example motions used in our experiment.

ing a small number of parameters from a large
number of data. Principal component analysis
is one popular technique. However, it does not
suit our purpose, because it would extract the
primary components across all the adjectives, the
extracted components would become irrelevant to
the adjectives, and it would be difficult to con-
trol these parameters. We rather choose to clas-
sify adjectives into a small number of groups so
that the parameters based on these groups are
intuitively controlled. Recently, machine learn-
ing techniques have been widely applied in many
areas. For example, deep learning [13] can ex-
tract a small number of latent parameters from a
large number of data by combining layers of neu-
ral networks. However, these techniques require
a lot of training data, which are difficult to collect
through a questionnaire-based approach and thus
not applicable to our problem. However, the hi-
erarchical clustering method [12] works well, even
with a small number of data.

3 Quantification and Classification
of Adjectives

We conducted a questionnaire experiment to
quantify and classify adjectives. Two sets of walk-
ing motions were created and tested our method

on both sets to evaluate if our method works
successfully on different numbers of example mo-
tions.

3.1 Motion Data

As explained in Section 1, we chose walking mo-
tion as example for this research. Two sets of
walking motions were created using the optical
motion capture system OptiTrack. The motion
set A contains 10 walking motions while the mo-
tion set B contains 27 walking motions. The
walking motions consist of one cycle of straight
walking at normal speed with various styles. A
single cycle of motion can be played back in a
loop to generate a continuous walking animation.
These motions in the both motion sets are also
presented in the accompanying video.

The motion set A contains 10 walking motions.
A male subject of average body form was asked
to perform various styles of walking. Because we
focus on style control via adjectives, other quan-
titative factors such as speed and direction were
fixed for all example motions. We tried to create
as many variations of walking motion with dis-
tinctive styles. Finally, 10 walking motions were
created. Figure 1 shows images from these exam-
ple motions.

The motion set B contains 27 walking motions.
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To create a large number of walking motions we
introduced a systematic way. We assumed that
motion style varies based on the type of emo-
tion and speed. We defined 9 types of emo-
tions based on Russell’s model [14] that repre-
sents emotions on the circle in two dimensional
space which is defined by arousal (activated -
deactivated) and valence (pleasant - unpleasant)
axes. This model has been widely used to clas-
sify emotions in computer graphics. The nine
types of emotions are excitement, pleasure, con-
tentment, sleepiness, depression, misery, distress,
arousal and neutral. Each of nine emotions is
combined with three types of speed, fast, normal
and slow. As a result, 27 kinds of walking motions
in total were defined. An another male subject of
average body form was asked to perform these
walking motions and captured them.

Our motion data contain the movements of the
full body. They do not contain the movements of
the fingers and face. Motion data are represented
by a series of poses. Each pose is represented
by the rotation of all joints and the position and
orientation of the pelvis based on a hierarchical
body model that is also constructed from the mo-
tion capture data. Our body model has 20 joints.
The motion data have 30 frames/s.

3.2 Adjectives

We prepared 41 pairs of adjectives, as shown
in Table 1. Normally, an adjective can be
paired with another adjective that has the op-
posite meaning. Therefore, we form pairs of ad-
jectives and treat each pair as one parameter.
We selected adjectives that are commonly used
for expressing styles of motions from the dictio-
nary. With respect to the pairs of adjectives in
[11], our research shares 33 pairs with the previ-
ous work and contains eight new pairs, namely,
ugly-cute, heavy-light, unafraid-afraid, inelastic-
elastic, thin-thick, old-young and dim-sharp. Ten
pairs of adjectives in [11], for examples pesky-
plain and wet-dry, were not considered applicable
to motion and thus have been removed from our
experiment.

Our questionnaire experiment was conducted
in Japanese. All of the adjectives are in Japanese,

Table 1: List of all 41 pairs of adjectives used in

our questionnaire experiment.

slow - fast

mild - violent

hard - soft

dull - quick

quiet - noisy

angular - circular

blunt - sharp

dormant - brisk

edgy - round

weak - strong

unpleasant - pleasant

inelastic - elastic

dirty - clean

sad - happy

bumpy - smooth

uncool - cool

dark - bright thin - thick
ugly - cute simple - gaudy
coarse - fine old - young

heavy - light

strained - relaxed

unstable - stable

small - large

unafraid - afraid

artificial - natural

closed - open

adult - childish

vague - distinct

narrow - broad

ugly - beautiful

poor - rich

tight - free

dim - sharp

drab - clear

gloomy - cheerful

lonely - bustling

calm - excited

narrow - wide

and the adjectives in this paper are translated
versions of them. Although adjectives may not
translate precisely from one language to another,
in addition to the Japanese version of the inter-
face, our system also provides English translated
version of the interface.

3.3 Questionnaire Experiment

Questionnaire experiments on two motions sets
were conducted separately with different sub-
jects. Fourteen subjects who are computer en-
gineering undergraduates and graduates partic-
ipated in our questionnaire experiment. They
were asked to evaluate the 41 pairs of adjectives
for all the example motions on a 5-point scale
(=2, —1, 0, 1 or 2). It took about 30 minutes for
each subject to complete the task.

We developed a simple program to conduct our
questionnaire experiment. Figure 2 shows an ex-
ample screen shot. Each motion is displayed on
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Figure 2: Our system for questionnaire experi-
ment with which the subject can ob-
serve example motions and evaluate
each pair of adjectives for each example
motion. The green figure shows an ex-
ample motion to be evaluated. The red
figure shows the normal walking motion
as reference.

the screen. The subject can select an adjective
pair and evaluate it by clicking the correspond-
ing button on the screen. The colors of the but-
tons represent the values that the subject entered.
The subject can also control the camera to see the
example motion from any angle. The lists of pairs
of adjectives are shown on the screen.

3.4 Quantification of Adjectives

By taking the average of all answers of the sub-
jects, we obtained the values of each pair of ad-
jectives for each example motion. Of the 41 pairs
of adjectives, the ones that are not effective for
expressing the styles of the example motions were
removed. If the average value of the answers from
all subjects for the j-th pair of adjectives for all
example motions is neutral, the pair of adjectives
was considered ineffective. In addition, if the av-
erage distribution of the answers from all subjects
for the j-th pair of adjectives for all example mo-
tions is high, this pair was also considered inef-
fective. These pairs of adjectives were removed.
These conditions were evaluated by the following

equations:
1 :max(|mj| :izO...N), (1)

a_j — Zz]\il Uij7 (2)
N

where 11;; is the average value of the answers from
all subjects for the j-th pair of adjectives for the
i-th example motion between —2.0 and 2.0, and
0;; is its distribution. Further, N is the number of
example motions. The j-th pair of adjectives was
removed if the following condition was satisfied:

(u§ < 1.0) v (aj > 0.85). (3)

These thresholds were determined empirically.
They could be adjusted based on the number of
parameters to be used for motion interpolation.
Through this process, 14 pairs of adjectives were
removed and 27 pairs of adjectives remained, as
shown in Table 2

The average values between —2.0 and 2.0 were
scaled between 0.0 and 1.0. Finally, we obtained
impression matrix A, which represents the coef-
ficients between the 27 pairs of adjectives and 10
example motions.

3.5 Classification of Adjectives

To provide motion style control through a small
number of parameters based on adjectives, we
classified the pairs of adjectives into a small num-
ber of groups. We applied a popular hierarchi-
cal clustering method, Ward’s method [12], which
repeatedly combines the two clusters whose dis-
tance is the smallest of all pairs of clusters until
a sufficient number of clusters are obtained. The
distance F between two clusters is defined by the
following equations:

AE(G,‘, Gj) = E(GiUGj)

= > d(a;, M(G)), (5)

a;eG
|1 Z (6)

where G and G are clusters, M(G) is the center
of a cluster and d(a;,a;) is a distance function.

—E(Gi)-E(Gj), (4)
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Figure 3: Constructed dendrogram representing
the hierarchical clusters of 27 adjective
pairs for motion set A.

We applied this method to the coefficient vectors
of the pairs of adjectives from impression matrix
A, obtained in Section 3.4. We used squared Eu-
clidean distance, which is not a metric function
but is a semi-metric function satisfying the re-
laxed triangle inequality, between the vectors as
distance function d(a;, a;).

Ward’s method constructs a tree diagram
called a dendrogram to illustrate the hierarchi-
cal arrangement of the clusters by repeating the
process until all clusters are merged into one. Us-
ing the dendrogram, the number of clusters can
be manually determined.

3.6 Results of Quantification and
Classification

We have applied the above method on the col-
lected answers from subjects for motion set A
and B and constructed dendrograms in Figure 3
and 4, respectively. On both dendrograms, we
chose to divide the pairs of adjectives into four
clusters, as indicated by the dashed line in Fig-
ure 3 and 4, because they are clearly separated
and each of them contains an adequate numbers

small - large
narrow - wide J
biunt - sharp —
adult - childish

calm - excited

quiet - noisy

mild - violent

edgy - round

simple - gaudy
closed - open

lonely - bustling

sad - happy

old - young

dim - sharp

dark - bright

gloomy - cheerful l

1

unpleasant - pleasant

poor - rich

domant - brisk

heavy - light

drab - clear |
ugly - beautiful

bumpy - smooth

uncool - cool |

unstable - stable

ugly - cute ]

artificial - natural

slow - fast

dull - quick J

Figure 4: Constructed dendrogram representing
the hierarchical clusters of 29 adjective
pairs for motion set B.

of adjective pairs. Similar four clusters were ob-
tained for two different sets of walking motions,
although the remaining adjective pairs and their
corresponding clusters are slightly different. This
shows that the determined classification of adjec-
tive pairs can be generalized for walking motions.
Table 2 and 3 shows pairs of adjectives in four
clusters. We labeled these clusters “quickness,”
“clearness,” “activeness,” and “largeness.”
Komatsu [11] classified pairs of adjectives into
four groups labeled “sharpness,” “softness,” “dy-
namic,” and “largeness” based on their factors
with respect to onomatopoeias. There are some
similarities between his classification and ours.
However, they do not match exactly, because our
classification is based on the styles of example
motions, while his classification is based on ono-
matopoeia. Labanotation [15], which is a nota-
tion system for describing dancing movements,
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Table 2: List of the selected 27 adjective pairs and
their classification for motion set A.

adjectives category

slow - fast
dull - quick
blunt - sharp
weak - strong
dirty - clean
uncool - cool
ugly-cute
old - young
unstable - stable
artificial - natural
vague - distinct
poor - rich
drab - clear
calm - excited
mild - violent
quiet - noisy
dormant - brisk
unpleasant - pleasant
sad - happy
dark - bright
simple - gaudy
heavy - light
small - large
closed - open
narrow - broad
tight - free
gloomy - cheerful

quickness

clearness

activeness

largeness

defines four kinds of effort for the dynamic qual-
ity of movements: “space,” “weight,” “time,” and
“flow.” They roughly corresponded to our fac-
tors “largeness,” “activeness,” “quickness,” and
“clearness,” respectively. However, they do not
match exactly either, because labanotation is spe-
cialized for dancing motions. These comparisons
indicate that our four-class clustering has simi-
larity with the classifications that have been de-
signed in other applications and considered to be
reasonable.

For motion interpolation, in addition to coef-
ficient matrix A between the pairs of adjectives
and example motions, coefficient matrix A’ be-

Table 3: List of the selected 29 adjective pairs and
their classification for motion set B.

adjectives
slow - fast
dull - quick
drab - clear
ugly - beautiful
bumpy - smooth
uncool - cool
unstable - stable
ugly - cute
artificial - natural

category
quickness

clearness

simple - gaudy
closed - open
lonely - bustling
sad - happy
old - young
dim - sharp
dark - bright
gloomy - cheerful
unpleasant - pleasant
poor - rich
dormant - brisk
heavy - light
small - large
narrow - wide
blunt - sharp
adult - childish
calm - excited
quiet - noisy
mild - violent
edgy - round

activeness

largeness

tween the four clusters and example motions is
necessary. We obtain them by taking the average
of all the pairs of adjectives in each cluster.

4 Motion Interpolation Using
Adjectives

This section describes our method for motion in-
terpolation using adjective-based parameters. To
implement motion interpolation, we employed a
common method that uses a combination of linear
approximation and radial basis functions [3, 5].
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4.1 User interface

A user of our method can specify values for the
four primary parameters. In addition, the user
can specify any additional pairs of adjectives and
their values. All values are between 0.0 and 1.0.
Although the quantification of adjectives is cal-
culated based on the results of the questionnaire
experiment in Japanese, our system also provides
an English version of the interface. The English
version provides the translated adjectives.

Figure 5(a) shows the interface of our proto-
type. The four primary parameters are controlled
using the sliders on the left side of the screen. The
user can add, delete, and alter a pair of adjectives
by clicking the icons on the bottom and side of
the sliders and choosing an item from the list of
adjective pairs, as shown in Figure 5(b). As the
user adjusts these parameters, the motion blend-
ing weights on the right side of the screen are
automatically updated and the synthesized mo-
tion is also changed immediately. Alternatively,
our system allows the user to control the blending
weights directly by using the sliders on the right
side of the screen.

4.2 Motion Interpolation

Given the parameters p in M-dimensional pa-
rameter space, the blending weights w of N mo-
tions are computed by a combination of linear
approximation and non-linear adjustments with
radial basis functions. The i-th component of the
weights is computed by

M N
w; = Z liij(p) + Z rikRk(p)a (7)
7=0 k=1

where L;(p) and l;; are the linear basis and co-
efficients, respectively. Here, L;(p) is the j-th
component of p (j =1...M) and Ly = 1. The
linear coefficients are computed from the param-
eters of the example motions by solving the least
squares problem with the sub-matrix of the coef-
ficient matrix A’ from Section 3.5. In addition,
Ry (p) and 1, are respectively the non-linear ra-
dial basis and coefficients. Each w; is bound be-
tween 0.0 and 1.0 and w is normalized. Because
coefficients /;; and r;; depend on the parameter

Motion 0: 0.20

Motion 1: 0.00

Motion 2: 0.00

Motion 3: 0.00

Motion 0: 0.20

(b) selection of a pair of adjectives

Figure 5: User interface of our system for mo-
tion interpolation using adjectives. The
user can control the adjective parame-
ters through the sliders on the left side
of the screen.

space, they are recomputed when the combina-
tion of adjectives is changed. For details of the
algorithm, readers may refer to the previous work
3, 5].

Using the determined blending weights, the ex-
ample motions are blended. To compute pose
q(t) of the output motion at time ¢, the corre-
sponding poses q;(t;) of example motion ¢ at t; are
blended. The corresponding timing for each ex-
ample motion ¢; is computed by applying a time-
warping based on the keytimes of example mo-
tions and keytimes of the blended motions. The
keytimes of the blended motions are determined
by taking a weighted average of the keytimes of
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Table 4: List of 51 motion features and their clas-
sification for motion set B.

Otorso_left—right
Ohead_left—right
Ocom_left—right
Otorso_front—back
Odiv_headsront—back

lateral swing of
the upper body

Oleft—upper—arm_front—back
Oleft—forearm_front—back

Oright—upper —arm._front—back

Oright— forearm_front—back
Oleft—thigh_front—back
Oright—thigh_front—back

0 com—position_vertical

front-back swing of
the arms and legs

O com—wvelocity_vertical
Oleft—thigh_left—right
Oright—thigh_left—right

Oleft—upper—arm_jeft—right

O right—upper—arm_jeft—right

Htorso_front—back
Khead_front—back
Hie ft—upper—arm_front—back

Hright—upper—arm_front—back
Hieft— forearm_front—back

Hright— forearm_front—back
Hieft—thigh_front—back
Mright—thigh_front—back
Utorso_left—right
Hhead left—right

bending angle of
the upper body

Hleft—upper—arm_left—right

Hright—upper—arm_left—right
Hleft—thigh_left—right
Mright— foot_left—right

Hcom—wvelocity_left—right
Ustep—length_left—right

Ustep—length_front—back

example motions with the blending weights.

5 Motion Interpolation Using
Motion Features

We applied our approach to motion features that
are computed from example motions without any
questionnaire experiment and obtained the pri-

Table 5: List of 51 motion features and their clas-
sification for motion set B (continued).

Ustep—length_front—back

Heom—velocity_frontyack

O com—welocity_front,ack

Hcom—position_vertical

Umotion—duration
Mright—thigh_left—right
Hleft—shin_front—back
Hright—shin_front—back
Hleft—foot_front—back
Hright— foot_front—back
Hleft—foot left—right
Oleft—shin_front—back
Oright—shin_front—back
Oright— foot_front—back
Oleft—foot_left—right
Oright— foot_jeft—right
Oleft—foot_jeft—right

step length

mary and additional motion feature parameters
for motion interpolation. This realizes motion in-
terpolation using the parameters based on motion
features.

The list of motion features are show in Table 4
and 5. These features are computed from each ex-
ample motion which consists of a series of poses.
w; represents the average of angle, position or ve-
locity in a certain direction of the ¢ body part
or the center of mass (com) in the world coordi-
nates over the example motion. The position of
the center of mass is computed from the positions
of all body parts and an average body model. o;
represents the distribution of these values. v; rep-
resents a single value that is computed for each
example motion. u; reflects the average pose dur-
ing motion, while o; reflects the magnitude of the
movement during motion. In total, we obtain 51
motion features for each example motion.

We applied the classification method in Sec-
tion 3.5 on the motion features from 27 example
motions. Because each motion feature has differ-
ent range unlike the adjective pairs, it is difficult
to determine if the motion features is important.
Therefore, we didn’t apply our method for elim-
inating unimportant parameters in Section 3.4
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and classified all 51 motion features. Using the
similar approach with the adjective pairs, a den-
drogram was constructed and the motion features
were divide into four clusters. We labeled these
clusters “lateral swing of the upper body”, “front-
back swing of the arms and legs”, “bending angle
of the upper body” and “step length” as shown
in Table 4 and 5. We also obtained the coefficient
matrix A’ for motion interpolation.

6 Results and Discussion

To evaluate the validity and effectiveness of our
method, we conducted a series of experiments.
On our earlier experiment in our previous work
[1], we used motion set A containing 10 exam-
ple motions and compared our adjective param-
eters and blending weights. The subjects of our
experiment were asked to create a motion that
is similar to the presented target motion using
each interface. The target motions were gener-
ated by determining primary adjective parame-
ters randomly. The results showed that our in-
terface with adjective parameters are better than
using blending weights.

This paper presents the results of our second
experiment where we used motion set B con-
taining 27 example motions and compared three
interfaces: adjective parameters, motion feature
parameters and blending weights. Instead of gen-
erating target motions randomly, we prepared a
set of fixed target motions, because we thought
that appropriate interface may depend on the
type of target motion. We generated many tar-
get motions randomly in the same way that is
explained in [1] and selected five motions among
them so that the target motions covers various
kinds of walking motions. The five target mo-
tions are presented in the accompanying video.

6.1 Experimental Procedure

For each trial of the experiment, a target motion
was randomly generated using our system. The
subjects of our experiment were asked to create
a motion that is similar to the presented target
motion using our interface with adjective param-
eters, using our interface with motion feature pa-

rameters, and by adjusting the blending weights
directly for comparison.

For each target motion, the subjects were asked
to complete the following three steps, as shown in
Figure 6.

1. They were asked to determine the adjective
parameters, the motion feature parameters,
and blending weights without seeing the syn-
thesized motions. The distances between the
target and synthesized motion for the adjec-
tive parameters, the motion feature parame-
ters, and blending weights, D), D; and D,,,
respectively, were measured.

2. They were asked to create a motion that
matched the target motion by adjusting the
blending weights, if they could not generate
it with their initial guess. The required time
T to complete this step was measured.

3. In the same way, they were asked to create
a motion that matched the target motion by
adjusting the adjective parameters. The re-
quired time T}, was measured.

4. They were asked to create a motion that
matched the target motion by adjusting the
motion feature parameters. The required
time T’y was measured.

For steps 2 and 3, if a subject could not recre-
ate the motion in 300 seconds, the step was ter-
minated. We introduced this time limit because
subjects could not reproduce the target motion,
no matter how long they tried when the target
motion was difficult to create. We also collected
comments from the subjects after the experiment.

Thirteen subjects who are computer engineer-
ing undergraduates and graduates participated in
our experiment. None of these subjects had expe-
rience in making computer animation. Before the
experiment, the subjects were told how the inter-
faces worked and given enough time to practice.
The subjects were asked to create three random
target motions to get used to the three interfaces
before actual experiment. A video of all example
motions was also presented to the subjects on the
other screen to help them to adjust the blending
weights. Each subject was asked to create five

— 148 —



The Journal of the Society for Art and Science, Vol. 16, No. 5, pp. 138 — 153 (2017)

Time: 1.

(a) step 1: estimating both parameters

(b) step 2: adjusting blending weights

Step 3. Adjust

(c) step 3: adjusting motion parameters

Figure 6: Screen shots of our experiment. The green figure represents the target motion generated by
our system. The blue figure represents the created motion.

target motions using the three interfaces. It took
about 30 minutes for each subject to complete the
experiment.

Steps 2 and 3 of each trial were completed
when the recreated motion matched the target
motion and the distance between them became
lower than a threshold. Whether the two blended
motions look similar cannot be simply determined
based on their blending weights because different
blending weights may generate similar motions.
Therefore, we used the average distances of the
positions of all joints over the two motions. Dis-
tance D was computed by

D=3y (1) - (1)

t=0 j=1
where T is the number of frames, J is the number
of joints, and x?"g “(#') and x;(t') are the position
of the j-th joint at normalized time t’ of the tar-
get and generated motions, respectively. Because
the durations of the two motions are different, we
used the normalized time and poses at keytimes.
In our implementation, 7" is 10 and J is 20. The

threshold was set to 0.06 m.

G

6.2 Experimental Results

The results are shown in Figures 7 to 11 in the
same manner with our previous experiment [1].
The distances between the motion created by an
initial guess using the two interfaces and target
motion (Dp, Dw) are shown in Figure 7. The ra-
tio of subjects who recreated the target motion

0.16
0.14

0.

0.
0.
0
1 2 3 4 5 All

mblending weight ~ m adjective parameters  m motion feature

o
~

=3
e

o
o
&

o
o
=

o
B

o
N

Figure 7: Average distance to the target motion
from an initial guess created using both
interfaces. Error bars represent one
standard deviation, which is calculated
under the assumption of independence
between paired data.

with an initial guess is shown in Figure 8. We
performed a Wilcoxon signed-rank test to com-
pare the results of the adjective parameters and
motion feature parameters. Because data were
taken from the same person for the same tar-
get motion, they are paired data connected with
each other. The Wilcoxon signed-rank test is a
nonparametric paired difference test that is used
as an alternative to the paired Student’s T-test
when the data cannot be assumed to be normally
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Figure 8: Ratio of subjects able to recreate the
target motion with an initial guess.

distributed. The null hypothesis is that the me-
dian difference between the pairs of results of two
interfaces is zero. The results of the Wilcoxon
signed-rank test between the adjective param-
eters and the motion feature parameters were
p =0.382,0.011,0.807,0.087,0.007, and 0.000 for
target motion 1, 2, 3, 4 and 5, and all, respec-
tively. These results show that the motion feature
parameters achieved that better results in target
motion 2, 5 and all. In most cases, both interfaces
were better than the blending weights, although
there was no significant difference in some cases.
The results of the Wilcoxon signed-rank test be-
tween the adjective parameters and the blending
weights were p = 0.133,0.002,0.019,0.007, 0.004,
and 0.000 for target motion 1, 2, 3, 4 and 5,
and all, respectively. The results of the Wilcoxon
signed-rank test between the motion feature pa-
rameters and the blending weights were p =
0.006, 0.002,0.005, 0.003,0.001, and 0.000 for tar-
get motion 1, 2, 3, 4 and 5, and all, respectively.

The times required to create the target motion
from the initial guess (Tp and Tw) are shown in
Figure 9. Figure 10 shows the reduction in time
when using our method compared with the time
required when adjusting the blending weights.
This is expressed as the mean of the deduction
from the required time by using the blending
weight and the 90% interval. The ratio of failures,
which means that the subject could not make the
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Figure 9: Average time required to create the tar-
get motion using both interfaces. Error
bars represent one standard deviation,
which is calculated under the assump-
tion of independence between paired
data.

target motion in time (within 300 seconds), are
shown in Figure 11. These results show that the
effective interface varies depending on the target
motion. For target motion 2 and 5, the motion
feature parameters achieved better results than
the adjective parameters. For target motion 3,
the adjective parameters achieved better results
than the motion feature parameters. For tar-
get motion 1, 4 and all, there was no significant
difference between the adjective parameters and
the motion feature parameters. The results of
the Wilcoxon signed-rank test between the adjec-
tive parameters and the motion feature parame-
ters were p = 0.695,0.007,0.002,0.075, 0.009, and
0.652 for target motion 1, 2, 3, 4 and 5, and
all, respectively. In most cases, both interfaces
were better than the blending weights, although
there was no significant difference in some cases.
The results of the Wilcoxon signed-rank test be-
tween the adjective parameters and the blending
weights were p = 0.034,0.003,0.075,0.055, 0.08,
and 0.000 for target motion 1, 2, 3, 4 and 5,
and all, respectively. The results of the Wilcoxon
signed-rank test between the motion feature pa-
rameters and the blending weights were p =
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Figure 10: Average difference between the time
required to use our method and
that required to adjust the blending
weights.

0.201,0.001,0.013,0.015,0.001, and 0.000 for tar-
get motion 1, 2, 3, 4 and 5, and all, respectively.

These results show that the motion feature pa-
rameters are capable of creating a motion that is
close to a desired motion. However, sometimes
it is difficult to create the exact desired motion
by using the motion feature parameters. On the
other hand, the adjective parameters are capable
of creating various desired motion successfully, al-
though sometimes it requires more time than the
motion features. The results show that whether
the adjectives or the motion features are suitable
depend on the type of target motion. The target
motion with distinctive features in the average
pose or body movements can be created easily by
using objective motion feature parameters. On
the other hand, the target motion without such
distinctive features may be created easily by us-
ing subjective adjective parameters.

6.3 Discussion

In this experiment, most motions that can be cre-
ated by our system are possible to create through
the four primary adjective parameters without
additional adjective parameters. This is proba-

0.9
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Figure 11: Ratio of failures to make the target
motion.

bly because the degree of freedom of styles in the
example walking motions was about four, that is,
not particularly high. Therefore, the additional
adjective parameters were not used to generate
target motions in our experiment.

Our results are based on a set of example mo-
tions and a limited number of subjects. Different
results may be achieved from a different group of
subjects. However, the four primary adjective pa-
rameters in our results are evident, as discussed
in Section 3.5. Therefore, they would be applica-
ble to a different group of subjects.

In this research, our method is applied to walk-
ing motion. However, it could be applied to vari-
ous kinds of motions. The four primary parame-
ters are also considered suitable for other kinds of
motion. The application of our method to other
kinds of motion and other languages is a task
for future work. When our method is applied to
other kinds of motion, based on our findings, it
is possible to conduct a questionnaire experiment
with just the four primary parameters to reduce
the effort of the subjects. However, a quantifica-
tion process by human subjects is still required.
It should be possible to estimate these parame-
ters by analyzing motion data. The automatic
quantification of example motions for adjective
parameters is a possible direction for our future
work.

The quality of synthesized motions by our
method and by motion interpolation in general
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depends on the quality of example motions. Mo-
tion interpolation assumes that example motions
are of good quality and covers the parameter
space, i.e. the adjective parameter space in our
method, well. In this research, we used Russell’s
emotion model [14] as explained in Section 3.1
to ask the actor to perform 27 example motions.
There may be better way to collect s smaller num-
ber of good motions that cover the adjective pa-
rameter space well. Moreover, the best way may
depend on the type of motion and the actor.

7 Conclusion

In this paper, we proposed a motion interpolation
method using the parameters based on adjectives.
Using our approach, various styles of motion can
be controlled through intuitive adjective-based
parameters from a number of precreated exam-
ple motions. We applied our method on walk-
ing motions. Experimenting our method on other
kinds of motions is our future work. Our method
requires a questioner experiment to quantify ad-
jectives for the target set of motions. We hope
to develop a method for estimating the adjective-
based features by analyzing motions. This is also
our future work.
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