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Abstract
For improving the efficiency of 2D animation production, this paper presents a method to create in-between
frames based on hand-drawn key-frames. The outlines of characters or objects on two key-frames are used
as inputs. First, a skeleton linkage of the target object is automatically constructed by rasterizing each
of input key-frames and then applying a pixel-based skeleton extraction method. Secondary, a pair of
skeleton linkages having corresponding structure between the current key-frame and the next key-frame is
constructed by applying the stroke matching algorithm. After these processes, motion transitions between
the skeleton linkages are generated based on our simulation model. When the in-between frames are created
only in the 2D plane, the outlines at in-between frames can be generated by a 2D deformation. In case
that the in-between transitions are containing a rotation around an axis which is no perpendicular to the
drawing plane, however, a 3D structure is required. For achieving such in-between transitions, our method
constructs a 3D structure by inflating 2D mesh based on the input outlines. Finally, the contours from the
view-point for the created 3D structure are projected onto the 2D plane during in-between transitions. In
our method, we adopt the Photic Extremum Lines (PEL) to extract the 2D contours from the obtained 3D
shape. In this way, we achieve the in-between creation containing spatial rotation such as hand-flipping,
which has not been achieved by general ways of in-between creation method.
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1 Introduction

Creating in-between frames is a fundamental
process for 2D animation production. At the same
time, drawing in-between frames is considered as
one of the most labor-intensive procedures. For
producing a smooth animation sequence, key-frame
animators (they are usually more skilled than in-
between animators) first draw key-frames and in-
between animators then draw in-between frames
according to the drawn key-frames. In the anima-
tion production pipeline, the in-between creation
occupies a large proportion, approximately 60%, in
total labor [1]. Although the expanding of digitiza-
tion in the pipeline has progressed, the digitization
is just partially replacing the traditional ways. In
addition, the hand-drawing process is still consid-
ered as the typical style of 2D production pipeline
and has developed the most efficient way to achieve
the quality [2]. If in-between frames can be auto-
matically generated by computing, or even partly, a
huge amount of labor and time can be saved and it
provides opportunity to redeploy human resources
for more creative activities. From this point of
view, we propose an automatic in-between creation
method based on hand-drawn key-frames, which
can handle dynamic structural changes.

To achieve this, our method requires animators
to draw at least two key-frames and the outlines
of a character or an object in each layer is used as
inputs to our method. First, the skeleton linkage in
each key-frame is automatically constructed based
on the drawn outlines. The input contour lines are
rasterized into a binary image, and then applied
the skeleton extraction method [3]. Next, a linkage
structure is constructed from the extracted skele-
ton at each key-frame. The pair of skeleton link-
ages constructed from two key-frames must have
the same topology and the same number of joints.
Therefore, we solve the inconsistency of the ex-
tracted skeletons by using the stroke matching al-
gorithm [4].

In the next step, skeleton’s transitions during
in-between frames are generated by applying our
simulation model [5]. In fact the simulated mo-
tion transitions of skeletons are considered as in-
betweens. When the in-betweens are achieved only
in the 2D plane, the outlines during in-between
frames can be generated by using several 2D defor-
mation algorithms such as [6]. However, if the in-
betweens contain a rotation around z-axis which is
not perpendicular to the drawing plane, a 3D struc-
ture is required for creating convincing animation
otherwise the motion transition during in-betweens
collapses. Therefore, we create a 3D structure by
inflating 2D mesh constructed by the input out-
lines. The pixels of the rasterized image are con-
verted into vertices of 3D triangle mesh. A depth
value of each vertex is calculated by using the dis-
tance from the pixel to the edge of the shape. An-

imators can control the shape of the 3D mesh by
adjusting the depth function. The 3D mesh is di-
vided into individual parts corresponding to each
link of the skeleton linkage for simulating motions
appropriately.

Finally, the contours from the view-point for
the created 3D mesh are projected onto the 2D
plane during in-betweens. In fact, the deformed 3D
mesh based on the simulation result is illustrated
as 2D line drawings. In our method, the contours
are extracted by using the Photic Extremum Lines
(PEL) [7]. Thus, we achieve the in-between cre-
ation such as hand-flipping.

2 Related Work

We start with describing the overview of the
computer graphics techniques in cartoon anima-
tion, and then mentioning related work on simu-
lation and motion creation.

Lasseter [1] is likely the first researcher to de-
scribe the basic principles of traditional 2D hand-
drawn animation and their application to 3D com-
puter animation. In the paper, he clearly described
what cartoon animation is and what it requires of
an animator. Witkin and Kass [8] also described
the principles of how to create character animation
using physics properties. They achieved features
of the traditional animation such as anticipation,
squash-and-stretch, follow-through and timing.

Recently, 3D computer graphics techniques are
used in the Japanese “Anime” industry (e.g. the
movie “Ghost in the Shell” and “Innocence”). The
movie Appleseed is a landmark anime movie fea-
turing hyper realistic imagery and a hybrid 2D
and 3D style [9] [10]. Rademacher [11] proposed
a method for a 3D structure used in cel animation.
The reference hand-drawn image of an object or
a character often contains various view-dependent
distortions that cannot be described with conven-
tional 3D models. Therefore, given discretionary
view-dependent models, they interpolate the key-
deformations specific to the new viewpoint. They
thus capture the view-dependent inconsistencies of
the reference drawing. We referred their concept
accordingly.

Chen et al. [12] achieved a polished method to
create animation automatically by in-betweening
according to several 2D hand-drawing inputs. Zhou
et al. [13] proposed a method to apply non-rigid
and exaggerated deformations of 2D cartoon char-
acters to 3D meshes. Kondo et al. [14] directably
animate elastic objects. Their framework success-
fully provides realistic deformable animation and
gives animators controllability and usability. Ad-
ditionally, the main concept of this paper has been
presented in [15].
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Based on the previous work and their idea, we
have proposed a simulation-based in-between cre-
ation for hair motion [5]. However, the previous
simulation-based method has several limitations.
First, the method is specified to hair strands and
assumes that the skeletons at two key-frames have
the same topology. Therefore, the method cannot
handle dynamic structural changes between key-
frames. On the other hand, we solve the inconsis-
tency of the extracted skeleton by using the stroke
matching algorithm [4]. Secondly, motions which
can be generated by the previous simulation-based
method are constrained in the 2D plane. If the mo-
tions contain 3D rotation such as y-axis rotation,
the 2D deformation fails and generated in-between
frames most likely collapse. Our proposed method
therefore needs to have a 3D structure and it is
constructed from 2D outlines to be able to gener-
ate such a 3D motion. Our method proposed in this
paper can achieve the in-between creation such as
hand-flipping, which has not been created by the
above mentioned related work.

3 Skeleton Linkage Con-

struction

Animators have to draw at least two key-frames;
a source key-frame and a target key-frame. Our
method creates a pair of skeleton linkages from each
key-frame. For in-between creation, these skeleton
linkages are required for having the same topology
and the same number of joints.

3.1 Skeleton Extraction

First, a set of points on contour lines of a target
object is obtained from hand-drawing key-frames.
Note that hand-drawn strokes which depict the
character’s outline are converted into vectors rep-
resented by piecewise cubic Bezier curves in our
method. Therefore, the points on the strokes can
be selected automatically to create skeleton link-
ages. The input outlines are rasterized into a bi-
nary image, and then a pixel-based skeleton extrac-
tion method is applied to the rasterized image.

To avoid generating a too complicated skeleton,
we adopt an automatic skeleton pruning technique
proposed in [3]. The rasterized binary image is con-
sidered as a polygon whose vertices are boundary
pixels, and then the polygons are simplified by re-
moving vertices iteratively. This process is called
Discrete Curve Evolution (DCE) [16]. After the
DCE process, the contour line is partitioned into
several sections by the remaining vertices. Fig-
ure 1(a) and 1(b) show a rasterized binary image
and a simplified polygon by DCE, respectively.

(a) Input contour
lines

(b) After the DCE
process

(c) Extracted skele-
ton

(d) Pruned skeleton

Fig. 1: Skeleton extraction process.

The Euclidean Distance Transform (EDT) to the
binary image for a given shape is computed by [17].
The skeleton is grown recursively by adding points
that lie on dividing ridges of the EDT. Each skele-
ton point is corresponding to two boundary pixels
which belong to different contour sections. There-
fore, we establish a correspondence between con-
tour sections and skeleton paths. Figure 1(c) shows
an extracted skeleton and a reconstructed shape
from the skeleton.

Finally, the pruning method called Discrete
Skeleton Evolution (DSE) [3] iteratively removes
skeleton end branches with smallest relevance. Fig-
ure 1(d) shows the final pruned skeleton pixels. In
this way a linkage structure of these skeleton pixels
are constructed.

3.2 Skeleton Graph Matching

The skeleton extraction process mentioned above
is applied to the two key-frames. If the structures
between these obtained skeleton graphs are not cor-
responding, a matching algorithm is required. This
is the reason why we adopt the stroke matching
algorithm [4]. By using the algorithm, we can ob-
tain stroke correspondence automatically. Addi-
tionally, in case the correspondence is incorrect,
we give animators the opportunity to correct the
correspondence manually. If any stroke correspon-
dences are not provided, we apply path similarity
measures [18, 19] for further matching.
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First, we obtain pairs of corresponding con-
tour points from the stroke correspondences in
both source and target key-frames. We already
have a correspondence between contour points and
skeleton paths in the skeleton extraction process.
Therefore, the skeleton path correspondences can
be obtained from the contour point correspon-
dences through the contour-skeleton correspon-
dences (see Figure 2).

The details of the skeleton path matching algo-
rithm are described as follows. For each pair of
corresponding contour points, the graph end path
corresponding to a contour point of the pair votes
to the graph end path which is corresponding to
target contour point, and vice versa. The voting
result determines which end node of the skeleton
graph at the target key-frame to be corresponding
to an end node. The most voted end node becomes
the most likely candidate for the end node. If the
most likely candidate of the end node also chooses
the end node as first candidate, these end nodes are
corresponding to each other. If the most likely can-
didate is already corresponding to other end node,
the end node chooses another candidate from end
nodes which choose the end node as first candidate
by using the path similarity measure [19]. If an end
node is not corresponding to any other end node,
the graph path of the end node is removed from
the skeleton graph.

Figure 3 depicts the end path matching. Fig-
ure 3(a) show two examples of pairs of correspond-
ing contour point and their corresponding graph
end paths. The matched pairs of graph end paths
are shown by different colors in Figure 3(b). An
redundant end path is removed from the skeleton
of key-frame 2.

After graph end correspondences are obtained,
these skeleton graphs are reconstructed to have the
same topology. As shown in Figure 4, each junction
node can obtain the same number of children as the
corresponding junction node by this reconstruction
process. If children of the junction node are not
corresponding to the certain junction node in the
other graph, the children of the junction node are
merged to the most recent common ancestor. The
index of each node is also revised.

Thus, a linkage which has a tree structure from
the matched skeleton graphs is constructed. We
adapt the dominant point detection algorithm [20]
to each skeleton path for choosing the same number
of joints.

Figure 5 represents examples of the linkage struc-
tures, which can be applied for our simulation
model. These are key-frames before (Source) and
after (Target) hand flipping motion. The same
linkage structures are constructed by above pro-
cedures.

Fig. 2: Correspondences between skeleton
paths are obtained from contour point corre-
spondences.

(a)

(b)

Fig. 3: The end path matching algorithm. The
matching result is depicted by colors. An end
path (dot line in the right skeleton) is removed.

Fig. 4: The graph reconstruction algorithm.
Pairs of node with the same numbers are cor-
responding to each other. The lower row shows
the result of graphs with the same topology.
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(a) Key-frame 1 (b) Key-frame 2

(c) Key-frame 1 (d) Key-frame 2

Fig. 5: Example of a skeleton linkage construc-
tion.

4 In-between Creation

Our in-between creation method generates a mo-
tion transition from the initial state of the skeleton
at the source key-frame to the final state of the
skeleton at the target key-frame. A state of skele-
ton consists of 3 components; the angles of the ro-
tational joints, the lengths of the links, and the
position and rotation of the root.

For generating a motion of the linkage structure,
the motion of the root node is defined by an anima-
tor. The translation of the root is input by drawing
a motion path, and the rotation of the root is spec-
ified by the axis and the angle.

Our simulation model based on multi-body dy-
namics [21] is applied to the constructed linkage
structure. Our model can generate in-betweens
which converge on the target joint angles by ap-
plying the convergence force [5]. And then, the
lengths of each link are changed toward the final
link lengths by linear interpolation during the sim-
ulation. In this way, we achieve creation of motion
transition for the skeleton between key-frames.

After creating the motion transitions, an anima-
tor chooses desired frames as in-between frame. For
user assistance, our system automatically selects
feature frames as candidates of in-between frames
by using the signature frame selection algorithm
proposed by Yasuda et al. [22].

A screen shot of our application is shown in Fig-
ure 6. In this figure, the left window is main can-
vas. An animator draws input strokes and a motion

Fig. 6: A screen shot of our application. The
left window is the drawing canvas. Blue line is
the motion path in the window. The right win-
dow shows the result of in-betweens, the green
curves are input key-frames and the blue curve
is one of in-betweens.

path, and then the right window shows the result
of in-betweens.

4.1 Simulation model

We consider that the shapes of all links are cylin-
ders which have a constant radius and the mass of
each link is proportional to the length of the link.
In our simulation model, every joint are rotational
joints and each joint i has the spring coefficient Ki

s

and the damping coefficient Ki
d. The torque ex-

erted on the joint i is calculated as follows.

τi = −Ki
s

(
θi − θrest

i

)
−Ki

dωi (1)

where, θi and θrest
i are the current and rest an-

gle of the joint, respectively, and ωi is the angular
velocity of the joint.

We apply the soft joint constraint [23] to a joint
angle to limit the range of motion. When the joint
angle exceeds the range of motion, the constraint
torque is generated as a virtual spring and damp-
ing. The torque generated by the spring and the
damping at a joint i is calculated as follows.

τ const
i =

{ −Kv
s (θi − θHi

i )−Kv
d ωi if θi > θHi

i
−Kv

s (θi − θLow
i )−Kv

d ωi if θi < θLow
i

0 otherwise
(2)

where θi is the current angle of the joint, and the
range of motion is from θLow

i to θHi
i , and Kv

s , Kv
d

are the coefficients of the virtual constraint spring
and damping force, respectively. Animators can
adjust these joint parameters interactively using
GUI in our application.

Our simulation model can take effects of gravity
and wind into account. When a wind is blowing,
the external force exerted by the wind on a link is
calculated by Eq. (3) [24],

F wind = ρWLV 2 sin φ (3)
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where ρ is the density of air, W is the width of
the link, L is the length of the link, V is the wind
velocity, φ is the angle between the link and the
wind direction. In fact, animators can specify the
velocity and direction of the wind.

For the convergence of the motion onto the tar-
get state, we apply the joint torque toward the tar-
get angle at each joint when the position of the
joint is close to the position at the target state.
The torque which is called the convergence torque
at a joint i is defined as follows.

τ conv
i = Kconv(θtarget

i − θi) (4)

For creating more natural motion, the coefficient
Kconv can be increased gradually.

When the trajectory of the base of the linkage
is given by an animator, the spatial velocities and
spatial acceleration of the base are calculated and
the forward dynamics simulation is executed. The
Featherstone’s algorithm [21] is applied to our sim-
ulation model to solve the forward dynamics prob-
lem.

4.2 2D motion transition

The outlines of an object during in-between
frames are generated according to the motion tran-
sition of the skeleton. If the transition for the root
of the skeleton linkage does not contain any Z com-
ponent; the motion can be achieved only in the
2D X-Y plane. In this case, we can use the 2D
mesh manipulation method for deforming the in-
put strokes such as the method Igarashi et al. [6]
proposed.

Firstly, we construct a triangle mesh from the
points on the input strokes and the joint positions
by using Delaunay triangulation [25]. To increase
the mesh density, we add a number of vertices gen-
erated in a grid pattern to the mesh. By using
the mesh vertices from the joint positions as con-
trol points, the positions of the rest of vertices are
calculated by a mesh manipulation method. This
manipulation process should be very fast because
the calculations of inverse matrix are completed in
the pre-process.

Even if all joints are located on the same posi-
tions as the target at the final frame, the deformed
vertices does not always lie on the same positions
as the target frame. Therefore, we also construct
another triangle mesh from the target key-frame
and deform it. Finally, we obtain strokes during
in-between frames by blending these two deformed
mesh.

4.3 3D motion transition

Animators can input an axis of rotation instead
of a motion path. To achieve in-betweens with ro-

Fig. 7: Depth creation for 3D mesh construc-
tion.

tations, we need to have a 3D structure. By inflat-
ing 2D mesh based on the input outlines, we can
obtain the 3D structure for in-between frames.

Pixels of the rasterized image are converted into
vertices of 3D triangle mesh. The depth value of
each vertex is calculated by using the distance from
the pixel to the edge of the shape. When the skele-
ton linkage is extracted, the distances are calcu-
lated automatically. Animators can control the
shape of the 3D structure by adjusting a depth
function. To provide a simple depth control to
animators, the depth is defined by the following
function.

z(d) = d0 ∗
√

1− (1−max(1, d/d0))2 (5)

The shape for the cross section of a 3D structure
created by this function is a capsule shape (Fig-
ure 7). Chosen a reference joint by animators, the
radius of arc d0 is set to the distance at the refer-
ence joint.

Figure 8 shows a result of the shape inflation.
The reference joint for inflation is circle, and the
thickness of the 3D geometry is defined by the di-
ameter of the circle. Figure 9(b) also shows a 3D
geometry created from Figure 9(a). To create the
3D mesh shown in Figure 9(b), two circled joints in
Figure 9(a) are used as the reference joints. There-
fore, the thickness of the hand and the thickness of
the arm are different.

The 3D mesh is partitioned into individual parts
corresponding to each link of the skeleton linkage.
First, the mesh is divided by the lines perpendicu-
lar to the direction of each link, and the triangles in
the divided part is associated with the link. Next,
for triangles associated with more than one link or
not associated with any links, these triangles are
associated with the nearest link. And then, each
associated region is expanded to overlap other re-
gions. Figure 9(c) shows an example of the 3D
mesh sub-division.

The subdivided 3D mesh is deformed according
to the motion of its skeleton by traditional defor-
mation techniques such as Skeleton Subspace De-
formation (SSD) [26].

Finally, the contours from a viewpoint for the
created 3D mesh are projected onto the 2D plane
during in-between frames. In fact, the deformed
3D mesh based on the simulation is illustrated as
2D line drawings so the output image sequence
can be utilized in 2D animation productions. In
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(a) (b) (c) (d)

Fig. 8: 3D mesh construction for a hand model.
(a) is a skeleton linkage of input drawing. (b),
(c) and (d) are the created 3D mesh from dif-
ferent viewpoints.

(a) Skeleton
linkage

(b) Created
3D mesh

(c) Subdi-
vided mesh

Fig. 9: 3D mesh sub-divisions.

our method, we adopt the Photic Extremum Lines
(PEL) [7] for extracting the contours.

5 Result

5.1 Results of 2D motion transi-

tion

Figure 10 shows a result of in-between creation
of windblown grasses, and Figure 11 shows a hand
with a motion of fingers. In these figures, the two
hand-drawn key-frames and the extracted skeleton
linkages are shown on the top of the row, and 2
key-frames and 6 in-between frames are shown in
the following two rows. The skeleton linkage of the
first key-frame is moved toward the second key-
frame. Our algorithm can generate outlines which
transform smoothly during in-between frames.

Figure 12 shows hair strands of a character while
she is jumping. In the result, only a part of hairs is
illustrated. The source and the target key-frames
are the same frame, and the hair motion during in-
between frames is created by our simulation model
based on the movement on the trajectory of the
character’s head root point. The hair strands dur-
ing its falling are spreading by a wind effect.

(a) Key-frame 1 (b) Key-frame 2

Fig. 10: Result of in-betweens for wind-blown
grasses.

As shown in those figures, our method can
handle more complex objects than the previous
method [5] by solving the inconsistency of the skele-
ton linkage.

5.2 Results of 3D motion transi-

tion

Figure 13 shows the resulting in-between frames
from a hand flipping motion. Figure 13(a) is a
source key-frame and (o) is a target key-frame
drawn by an animator. The axis of rotation and
the rotation angles are also configured by the ani-
mator. To create finger motion, the animator de-
fines several joints on fingers as flexion-extension
joints and the rest angles of the flexion joints are
configured.

In this result, the convergence forces are
switched off during the first half of rotation by the
animator’s configuration. Therefore, the flexion-
extension joints of the hand are moving toward and
the rest angle (25 degrees of flexion) by the torsion
spring of the joints. During the second half of ro-
tation, the flexion joints are moving by the conver-
gence forces toward the target angle (0 degrees of
flexion).

We demonstrate another example “arm flipping”
of in-between creation in Figure 14.

As a result, we have achieved the in-between cre-
ation such as flipping motion, which has not been
created by the previous in-between creation meth-
ods.
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(a) Key-frame 1 (b) Key-frame 2

Fig. 11: Result of in-betweens for a hand with
motion of fingers.

Fig. 12: Result of in-betweens for hair strands
in the case of character’s jumping.

6 Conclusion

We have discussed the improvement in efficiency
of 2D animation production. Basically, this pa-
per describes a method to create in-between frames
from two key-frames drawn by an animator. The
skeleton linkage in each key-frame is automatically
constructed based on the drawn outlines. The
pair of skeleton linkages extracted from the source
key-frame and the target key-frame must be corre-
sponding mutually. We have solved this problem
by using stroke correspondences or path similarity.
The two skeleton linkages are reconstructed accord-
ing to the end path correspondences. For generat-
ing a motion sequence between two key-frames, we
have successfully provided the in-between creation
with our simulation model starting from the source
key-frame toward the target key-frame.

Unlike the previous work, our proposed method
can handle in-betweens containing a 3D rotation.
To achieve this, we construct a 3D structure by
inflating the input 2D shape. The constructed 3D
mesh is subdivided automatically so that generic
types of traditional deformation techniques can be
applied. Finally, the contours from the view-point
for the created 3D structure are projected onto the
2D plane during in-between frames.

In this way, we have achieved in-between cre-
ation containing spatial rotation. Our 2D/3D hy-
brid method can be applied to scenes more widely
than the previous work.

However, there are still several future enhance-
ments. Our simulation-based in-between creation
requires several parameters such as the spring and
damping coefficients of each joint, the strength of
gravity and wind, and the velocity of the base of
the linkage. If undesired motion is generated, ani-
mators have to adjust these parameters. Therefore,
an automatic parameter adjustment is required to
improve the usability of our application.

In addition, if animators want to construct more
complex 3D structure, a sketch-based 3D modeling
algorithm such as [27, 28, 29] shall be useful.

For creating complicated scenes, animators have
to extract strokes from a composing object be-
fore applying our simulation model. If the step
is automated, the effectiveness of the process of in-
between creation shall be more improved.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

(m) (n) (o)

Fig. 13: Result of in-betweens for hand flipping.

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

(m) (n) (o)

Fig. 14: Result of in-betweens for arm flipping.
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