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Abstract 
Image colorization is a hot topic in the research of image processing and generation techniques. It plays an im-
portant role in restoring old photos, colorization medical images, and colorization anime manuscripts. In recent 
years, with the rapid development of deep learning, some colorization methods based on deep learning have been 
proposed, and satisfactory colorization results have been achieved. However, these colorization methods generally 
use unguided feature learning to achieve color prediction, it cannot predict, select, and intervene in image colors 
based on the subjective ideas of the creator. At the same time, the generated colorization results may have unrea-
sonable phenomena such as color concentration, saturation and brightness distribution. Therefore, we propose a 
cross-domain color mapping from exemplar anime image colorization method, which is used for coloring a given 
anime image with a reference style. This method involves a supervised colorization network, which is divided into 
two structures: a domain semantic matching sub-network and a colorization sub-network. The domain semantic 
matching sub-network maps the pixels of the input grayscale image domain and the reference color image domain 
to an intermediate domain by calculating the similarity of the correlation matrix, thereby establishing a corre-
sponding semantic relation and obtaining a coarse colorization map. We also employed an end-to-end CNN en-
coder and decoder network to further extract the feature information of the matched image colors, and used the 
Lab color space to select, propagate, and predict the color distribution features of the image. Experimental results 
have demonstrated that the anime coloring images generated by our network have high restoration similarity com-
pared to the original reference images, reasonable coloration in the coloring area, and this colorization method 
solves the problem of prior color style transfer in anime images. 
 

 

1. Introduction 
With the development of the animation, gaming, and multimedia 

industries, users are increasingly demanding high-definition, high-
quality image experiences. However, most anime images are pro-
duced in grayscale, and readers can only understand the meaning and 
information expressed by the anime images through a dozen or so 
gray categories. In contrast, colored images, with their highly distinc-
tive features, allow users to have more imagination and rich visual 
experiences of what the creator wants to express. Therefore, in the 
process of anime image creation, anime coloring is one of the most 

important steps. However, due to its complex and labor-intensive 
process, traditional manual anime coloring is no longer suitable for 
the current big data information era. Therefore, new research meth-
ods are needed in the anime industry to improve coloring efficiency 
and achieve automated coloring processes.  

In recent years, with the development and application of multime-
dia and deep learning network technology in the field of computer 
vision, the mainstream method of image colorization has shifted from 
traditional machine learning to using the powerful parameter learning 
ability of deep neural networks to learn how to select, propagate, and 
predict color distributions from large-scale data. Deep learning image 
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colorization is generally divided into two modes: guided colorization 
and unguided colorization. Unguided colorization typically involves 
the underlay network synthesizing a large amount of extracted edge, 
shape, and color information data to make reasonable choices, prop-
agate and predict color distribution for the generated image. However, 
this colorization method is an ill-posed problem, meaning the net-
work has a large degree of randomness in predicting color distribu-
tion, resulting in areas of unrealistic coloring and artifacts, which 
negatively affects the overall visual quality. Additionally, the gener-
ated color style is determined by the network learning and cannot be 
well adapted to user understanding and artistic creativity. Guided col-
orization refers to coloring a specified area in a target grayscale im-
age with user-provided color prompts. One type of guided coloriza-
tion research is based on exemplar colorization, where a reference 
exemplar is used to transform the grayscale image domain X to a ref-
erence image domain Y. The content of the original image 𝛼(𝑎, 𝑋) is 
extracted from its domain properties and its semantic relevance to the 
properties of the reference image domain 𝑌 is identified, allowing for 
reasonable color prediction and distribution in the original image 
based on the properties of the reference image domain 𝑌, resulting in 
a new image 𝛽(𝑎, 𝑌) with the reference image color style attributes. 

The main focus of this study is to establish a cross-domain color 
correspondence relationship between the grayscale domain image  
X and the reference domain image Y before coloring the image. To 
address this issue, this paper proposes A Cross-domain Color Map-
ping method for anime images exemplar colorization. The coloriza-
tion network consists of two structures: the domain matching sub-
network and the colorization sub-network. The domain semantic 
matching module refers to the design idea of CoCosnet [1] semantic 
matching. First, two pyramid network models are used to extract fea-
ture maps between different domains from the image to be colored 
and the reference image. Then, the domain semantic matching sub-
network maps the images of the two domains to an intermediate do-
main. By calculating the pairwise similarity between pixel positions 
in the two domains using a correlation matrix, a correspondence re-
lationship is established between the input image A domain and the 
reference instance image B domain, and a rough chromaticity map is 
obtained. Meanwhile, we design an end-to-end CNN encoder and de-
coder network to learn and extract the color features of the input im-
age of the domain semantic matching module. The network selects, 
propagates, and predicts the color distribution of the ab channel by 
skipping layers to the Lab color space image feature. Finally, by com-
bining the original L channel, the transformation from the feature do-
main to the image domain is completed. Through experiments, we 
compare the network with previous relevant networks and prove that 
the colorization network method produces images with better resto-
ration accuracy and coloring effects that are closer to the reference 
image. Utilizing this method for interactive coloring enables the 

restoration of older black and white anime images, avoiding the cum-
bersome manual coloring process. Additionally, it addresses the lim-
itation of conventional coloring networks in generating creative col-
oring, allowing users with limited artistic knowledge to effortlessly 
create vibrant colored anime images. Therefore, it holds significant 
practical applications and commercial value. In the future, there is an 
opportunity to apply this model to line art anime coloring and con-
duct further in-depth research. 

2. Related Work 
Among the non-guided colorization studies, Lizuka et al [2] con-

verted the image colorization problem into an image classification 
problem using a two-channel network that combines information 
about local features and global prior information in the image. Auto-
matic colorization of gray scale images of any size. Larsson et al [3] 
used VGG networks as semantic analysis and retrieval of localized 
information integrated into a colorization system. Have the coloring 
system predict the color histogram of each image location to predict 
the color distribution of each pixel. While these networks can roughly 
colorize grayscale images based on color distribution, using convo-
lutional neural networks alone to extract color features can lose se-
mantic information of the domain, resulting in misclassification and 
unsatisfactory visual experience for viewers in terms of coloring ef-
fect. 

In recent years, with the rapid development of generative adver-
sarial networks consisting of generators and discriminators, a condi-
tional generative adversarial network-based colorization method was 
proposed in reference [4]. This method predicts the color distribution 
of each domain by using the discriminator to predict the loss between 
generated images and real images. Deshpande et al. [5] embedded 
VAE-encoded color modeling into the Gaussian distribution of gray-
scale images and sampled different colors from the Gaussian distri-
bution. However, this method has the drawback of excessive ran-
domness due to the addition of strong noise in each layer, which leads 
to uncontrollable coloring results and affects the quality of image 
generation. Although these colorings achieve satisfactory results, 
they are unable to predict and control the color distribution according 
to the subjective will of the creator since they are unguided colorings. 

In guided coloring-related research, Welsh et al. [6] proposed a 
general technique for coloring grayscale images by transferring col-
ors between source color images and target grayscale images based 
on matching brightness and texture information between images. 
Levin et al. [7] further proposed a colorization algorithm based on 
color tags for grayscale images, which solves the sparse Markov ran-
dom field for color propagation. Fields with similar grayscale values 
and adjacent brightness values have similar colors. However, this 
method cannot guarantee color space continuity after image coloring.  
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Figure 1. The Overall Structure of The Colorization

 
 

Adjacent regions with similar colors may be assigned different colors 
due to different brightness, resulting in a confusing coloring effect. He 
et al. [8] proposed an image colorization method that extracts and aligns 
the features of target and reference images' luminance channels and cal-
culates the bidirectional similarity between the two types of images us-
ing discrete cosine distance 𝑑. In anime coloring research, Hensman et 
al. [9] used conditional generative adversarial networks to colorize gray-
scale anime images, which does not require user interaction to refine 
coloring results. However, this method only learns the relationship be-
tween grayscale and color images, resulting in poor anime coloring ef-
fects. In addition, Liao et al. [10] used the PatchMatch algorithm to 
match high-dimensional features extracted from reference and target 
images, achieving style transfer between target and reference images. 
This method can be used for line drawing colorization, but the effect is 
poor for images with different global line structures, and it changes the 
texture style of the target image. 
 

3. Methods 
3.1 Network structure 

We will provide a detailed description of a cross-domain color map-
ping from exemplar anime image colorization networks. As shown in 
Figure 1, given a grayscale anime image C and a reference example im-
age R from our dataset, we use the Lab color model for color prediction. 
First, we convert the RGB color model to the Lab color model to obtain 
the L channel target grayscale image and a color reference image con-
taining the L channel and ab channels. Simultaneously, we apply thin 
plate spline (TPS) transformation [11] to generate an enhanced self- 
reference image	𝑅!"#$ . Using these two images 𝐶! and	𝑅!"#, along  

 

with the enhanced data image	𝑅!"#$ as inputs. Sharing the input domain  
space and the reference domain space as the semantic match domain, 
the domain matching module calculates the similarity between the target 
image domain A and the reference image domain B, resulting in a bidi-
rectional mapping function	𝑠𝑖𝑚%↔' . Using the colorization sub-net-
work to output predicted chromaticity values in the Lab color space 
based on the mapping 𝑠𝑖𝑚%↔' relationship. 𝑃"# ∈ 𝑅(×*×+Finally, 
obtaining 𝑃!"#through 𝐶! = 𝑃!to complete the transfer with the ref-
erence image color style. 
 
3.2 Domain semantic matching sub-network 

The solid box in Figure 1 represents the structure of the entire domain 
semantic matching sub-network. We use a network structure similar to 
that of the CoCosnet, and to extract semantic connections, we use a 
VGG19 pre-trained classification network model for the backbone net-
work for cross-domain feature extraction. Additionally, considering the 
different layer features between the grayscale image domain and the ref-
erence example image domain, we use a pyramid-structured multi-scale 
input layer network as the feature extractor. The purpose of this design 
is to provide the cross-domain network with local and global feature in-
formation of different scales for fusion, reduce the loss of color infor-
mation, and greatly improve the overall performance of the network, 
further learning higher quality feature representations. Then, we use the 
global matching structure proposed in reference [12] to match the fea-
tures of the two domains and establish the correspondence between 
them. The grayscale image domain and the reference example image 
domain are located in the same shared S domain. Meanwhile, we further 
match the pairwise similarity measurement between pixel positions in 
the two domains through the correlation matrix𝑀𝜖𝑅(*×(*, as shown 
in the following formula: 
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                       (1) 

 
Where  𝐶!2 (𝑢) = 𝐶!(𝑢) − 𝜇𝐶!(𝑢) and 𝑅!"#888888(𝑢) = 𝑅!"#(𝑢) −

𝜇𝑅!"#(𝑢), 𝜇	is its mean based on the calculated mean and variance, a 
distorted sample is obtained. Then, it is combined with thin-plate spline 
(TPS) transformation to generate an enhanced distorted sample 𝑦, By 
selecting the most correlated pixel in 𝑦, and taking a weighted aver-
age, an approximation of the color sampling in 𝑦,	𝑖s obtained [13].  

 

 
     (2) 

We calculate the pairwise similarity of the feature space between the 
𝐶! and 	𝑅!"# domains through the domain sharing module and estab-
lish the feature matching 𝑓-".from image 𝐶! to the 	𝑅!"# domain. 
The domain semantic matching module generates a coarse chromaticity 
map by sharing the features of the two domains and establishing color 
mapping 𝑠𝑖𝑚%↔' through matching. 

 
3.3 Colorization sub-network 

Since these domain semantic matches are not very precise in all re-
gions of the target image, we build a colorization sub-network on top of 
the domain semantic matching module to correct the color distribution 
of the coarse chromaticity map produced by the module. The coloriza-
tion sub-network, shown on the right in Figure 1, adopts a U-shaped 
encoder-decoder structure [14], where the left part is the encoder con-
sisting of L downsampling modules, each of which consists of a 4x4 
convolution layer, a normalization layer, and a LeakyRelu layer. The 
downsampling convolution module is responsible for extracting the 
structural and semantic information, as well as the color texture infor-
mation of the image at different levels. The right part is the decoder con-
sisting of L upsampling modules, each of which corresponds to a 4x4 
deconvolution layer, a normalization layer, and a LeakyRelu layer. Each 
layer of the decoder can predict the color space for calculating the loss 
function, and the downsampling module is responsible for combining 
the features extracted by the encoder and restoring the image infor-
mation and precision through upsampling. Each encoding region is con-
nected to its own decoding region block through skip layers, connecting 
the features outputted by each downsampling layer to the corresponding 
upsampling layer. The purpose is to directly pass shallow information 
to the same level of deconvolution layers to form richer features, im-
prove the details of image color generation, use the brightness channel 
of the coarse chromaticity map generated by the domain semantic 
matching module as input, output the predicted color space ab, and fi-
nally obtain 𝑃!"# through 𝐶! = 𝑃!	to generate a new image with the 
style of the reference. The Colorization sub-network can produce a col-
orization map with overall reasonable colors. 

 

3.4 Loss function 
Perceptual loss function 
In order to obtain more reasonable perceptual outputs, we use percep-

tual loss [15] to predict the semantic difference between the output gray-
scale image domain and the reference example. The feature maps of the 
VGG19 network pre-trained on ImageNet are used to calculate the iden-
tity mapping loss. The definition of the formula is as follows： 

            (3) 

Where specifically refers to a certain convolutional layer in 𝑉𝐺𝐺. In the 
experiments, this paper selects 𝑟𝑒𝑙𝑢1_2, 𝑟𝑒𝑙𝑢2_2, 𝑟𝑒𝑙𝑢3_3 and 𝑟𝑒𝑙𝑢4_3 
are input as the perceptual loss computed in this paper. 
 

Smooth L1 loss function 
Smooth L1 loss, also known as Huber loss, is a type of loss function 

commonly used in colorization tasks. It is a combination of the mean 
absolute error (MAE) loss and the mean squared error (MSE) loss. In 
this paper, smooth L1 loss is used instead of MSE loss directly in order 
to obtain a more robust solution that is less sensitive to outliers in the 
colorization problem. The following formula (Formula 4) can be used 
to calculate smooth L1 loss. 

   (4) 

 

3.5 Evaluation method 
Due to the uncertainty of the colorization task, the general mainstream 

evaluation method uses the peak signal-to-noise ratio and structural sim-
ilarity metrics in the image restoration task to evaluate the quality of the 
images generated by the coloring algorithm. peak signal-to-noise ratio 
(PSNR) is the ratio between the maximum possible signal power and 
the destructive noise power which affects its accuracy. The maximum 
signal-to-noise ratio is often expressed in logarithmic decibels. A meas-
urement that measures the quality of an image. PSNR was defined as 
Mean Square Error (MSE). For the generated anime images and the ref-
erence images, If one is an approximation of another's noise, the PSNR 
between them is defined as： 
 

                         (5) 

 
structural similarity [16] (SSIM) is often used as an indicator to assess 
image quality, generally measuring the similarity of two images in terms 
of contrast, brightness and resulting information. In this paper, structural 
similarity is used to compare the similarity between the generated anime 
images and the reference images. and the larger the structural similarity 
value, the closer the two images are, the better the learning effect. struc-
tural similarity can be defined as : 
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(6) 

 
 where 𝜇/	is the mean of image X, 𝜇0	is the mean of image Y, 𝜎/	+ is 

the covariance of X, 𝜎2	+and similarly is the covariance of Y, 𝜎/2	rep-
resenting the covariance of X and Y.𝑐3and	𝑐+are constants that maintain 
stability. 
 

4. Experiments 
 
4.1 Evaluation method 

All training and testing experiments were conducted on both a server 
and Google Colab. The server used an Intel(R) Xeon(R) CPU E5-2630 
v4 @ 2.20GHz processor and two NVIDIA GeForce GTX 1080Ti 
GPUs with a total of 24GB of VRAM. Google Colab allocated 12GB 
RAM and a GPU for the experiments. The proposed network architec-
ture was implemented using the PyTorch framework and optimized us-
ing the Adam optimizer with an initial learning rate of 𝑙𝑟 =0.0001. The 
loss functions used were the perceptual loss function and the Smooth L1 
loss function mentioned earlier. using waifu2x and then cropped to an 
appropriate size. We used the grayscale images from this dataset as input 
grayscale domain images for our network, and established source-refer-
ence pairs that were semantically similar to the grayscale domain infor-
mation of the reference images. However, due to the uniqueness of the 
coloring in the reference examples, it was not possible to find enough 
source-reference pairs for training. Therefore, during the network train-
ing process, we used a thin-plate spline (TPS) geometric distortion trans-
formation to augment the dataset. We generated reference information 
from the original images through geometric distortion, simulating se-
mantic similarity to the reference images and providing complete color 
information for the target images. Finally, we randomly selected 25 im-
ages from the test set for evaluation. 

 
4.2 Experimental process 

We used the Re:Zero Rem Anime Faces For GAN Training dataset 
[17] downloaded from the Kaggle website, as well as 100 randomly se-
lected cartoon anime images from the internet, as the test experimental 
dataset. The Re:Zero dataset contains 725 images of Rem anime faces, 
which were captured from Pixiv and used to train StyleGAN2. The im-
ages were cropped to their original size of 512x512 using a custom-
trained YOLOv5 model. Images smaller than 512x512 were enlarged 
using waifu2x and then cropped to an appropriate size. We used the 
grayscale images from this dataset as input grayscale domain images for 
our network, and established source-reference pairs that were semanti-
cally similar to the grayscale domain information of the reference im-
ages. However, due to the uniqueness of the coloring in the reference 

examples, it was not possible to find enough source-reference pairs for 
training. Therefore, during the network training process, we used a thin-
plate spline (TPS) geometric distortion transformation as shown in Fig-
ure 2 to augment the dataset. We generated reference information from 
the original images through geometric distortion, simulating semantic 
similarity to the reference images and providing complete color infor-
mation for the target images. Finally, we randomly selected 25 images 
from the test set for evaluation. 
 
 
 
 
 
 
 
 

a. Origin reference image           b. TPS enhancement image 
 
Figure 2. Origin Reference Image and TPS Enhancement Image 

 
 
4.3 Comparisons with state-of-the-arts 

Table 1 shows the evaluation results of PSNR and SSIM for several 
commonly used example colorization networks. It can be seen from the 
table that the cross-domain color mapping reference example network 
model has the highest average PSNR and SSIM scores compared to 
other colorization networks. Figure 3, the third column, shows the col-
oring effect of Welsh's traditional machine learning method. It can be 
clearly seen from the figure that the accuracy of color prediction distri-
bution of the network model is low, the coloring effect is relatively sim-
ple, and it cannot achieve diversified colorization. The coloring effect 
and color prediction are still inferior to commercial anime. The last three 
methods are all based on deep learning. Although Liao's method 
achieved multi-color distribution transfer for reference images, it is es-
sentially an image translation method. When there is a large difference 
in content between the two images, it may lead to inaccurate similarity 
calculation and poor coloring in some details. Moreover, the texture 
style of the target image is changed, inheriting some of the texture fea-
ture styles of the reference example, and cannot fully retain all the tex-
ture information of the target image. He's coloring method calculates the 
similarity of the correlation matrix between the target image and the ref-
erence image and predicts multiple color distributions based on the sim-
ilarity combined with a coloring subnetwork. Although it fully retains 
the target image's texture details, it slightly surpasses Liao's method in 
semantic similarity.  
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Figure 3. Different Colorization Method Coloring Effect Comparison 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4. Different Colorization Method Coloring Effect Comparison 

However, in the color prediction of the red hair in Figure 5, the first 
image in the 5th row, there was a misjudgment, resulting in large areas 
of mixed colors being preserved in the originally classified red hair. 
Compared with previous reference-based methods, our method 
achieves the best fidelity of the target image's texture style, transfers the 
colors of the reference image's corresponding semantic regions through 
domain matching, and fills the color distribution of unmatched areas 

between the reference and target images with TPS data augmentation, 
avoiding the impact of incorrect color distribution information caused 
by mismatching, further enhancing the coloring result. The colored im-
ages are more harmonious, coordinated, and closer to real natural anime 
images, providing a better visual effect. We also compared the coloring 
results of other non-reference-based methods and displayed several rep-
resentative results. All comparison results were obtained using publicly 
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available code. We present qualitative comparison results in Figure 4, 
which show that Zhang's coloring method [18] inherits the purple hair 
color of Rem in the dataset, resulting in a coloring effect that is basically 
consistent with the original image, but with some errors in color distri-
bution prediction.  
 
Table 1. Different Exemplar Colorization Methods PSNR and SSIM 

On The Dataset 
 

Rem Dataset 
Methods PSNR SSIM 
Welsh 18.49 0.821 
Liao 20.56 0.804 
He 22.32 0.916 
Our 23.61 0.934 

 
Although DCGAN's coloring method has been optimized to make 

the colors in the anime character area more vivid and clear, these meth-
ods only predict similar color distributions for the original images in the 
dataset and cannot transfer colors from reference examples to target im-
ages, while our method has a higher degree of color restoration for the 
reference examples. Furthermore, we also verified the model's ability to 
colorize based on different specified styles. As shown in Figure 5, we 
colored grayscale images according to their style using four different 
reference images. It can be observed from the figure that our coloring 
method closely aligns with the styles of the reference images. 

 
 

 
 
 
 
 
 

 
 

Figure 5. The Coloring Images Generated Based On Different 
Reference Style Images 

 
 

To demonstrate the importance of TPS data augmentation in the do-
main semantic matching module, we conducted a comparative experi-
ment. The first column shows the distorted images resulting from the 
reference image and the image after passing through the domain seman-
tic matching module. The second column shows the colorized image 
results after passing through the coloring module. The left image shows 
the results without using TPS data augmentation, while the right image 
shows the results after using TPS data augmentation. By comparing the 
results in Figure 6, it can be seen that the coloring effect produced by 

TPS data augmentation does not have mixed colors in Rem's hair, and 
the coloring effect is better restored to the reference image. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6. Comparison of The Coloring Effect of TPS Data 
 Enhancement 

 
 

4. Conclusions 
In this paper, we propose a new anime image coloring mode, called 

reference example anime image coloring mode, using deep learning. 
We adopt a cross-domain color mapping approach for reference exam-
ple anime image coloring, where a supervised coloring model is trained 
to achieve basic consistency in color style between the target image and 
reference image. Additionally, we incorporate thin-plate spline (TPS) 
transformation as a data augmentation technique. The coloring network 
consists of two main structures, domain matching module and coloring 
module. The domain matching module establishes a relationship be-
tween feature maps from two domains, by mapping the feature spaces 
to a certain color feature space and obtaining a mapping TT between the 
two domains. The coloring module then transforms the mapping TT 
from feature domain to image domain. This coloring method can obtain 
reasonable color transfer results from the reference domain to the target 
domain, given a similar semantic reference image. We train and test our 
model on the Rem dataset, and compare it with other reference-based 
coloring methods using metrics such as peak signal-to-noise ratio 
(PSNR) and structural similarity index (SSIM) on the validation set. The 
experimental results show that the generated images are clear, natural, 
and closer to the original reference anime images. There is still room for 
improvement in our coloring method, as we have not applied it to anime 
line coloring. Future work can focus on further research in this area. 
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